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REVIEW OF METHODS FOR EMBEDDING DIGITAL WATERMARKS 

FOR AUDIO FILE PROTECTION 
 

Abstract .  The article presents an analysis of modern approaches to audio information protection using digital 

watermarks. It discusses various watermark embedding methods, including those based on the time, frequency, and time-

frequency domains. Special attention is given to the characteristics of watermark robustness and imperceptibility, which are 

critical for ensuring high sound quality and reliable protection against attacks. Methods based on transformations, such as 

the discrete cosine transform (DCT), as well as adaptive approaches that take into account the properties of audio files, are 

analyzed. The article also provides an overview of criteria for evaluating the effectiveness of watermarking methods, such 

as signal-to-noise ratio (SNR) and detection probability. The conclusions of the study emphasize the need for careful 

selection of methods to achieve an optimal balance between protection, sound quality, and resistance to manipulation. 

Key words:  steganography, digital watermark, information protection, audio information protection. 
 

Introduction 

The rapid development of information and com-

munication technologies (ICT) and their convergence 

has led to a dramatic increase in the volume of digital 

content that is created, stored, distributed, and used 

across various fields. The term "content" in a broad 

sense refers to any digital information, such as audio, 

video, graphics, animation, images, text, or any combi-

nations of these types. This digital content can be easily 

accessed, copied, quickly distributed, and widely used 

without quality loss, unlike the situation with earlier 

analog media, such as audio cassettes and VHS tapes. 

However, these advantages of digital media formats 

over analog ones turn into disadvantages in terms of 

copyright management, as the ability for unlimited cop-

ying without loss of authenticity has led to significant 

financial losses for copyright holders [1].  

To reduce financial losses from unauthorized 

copying, content owners most often turn to cryptog-

raphy, which is one of the most widely used methods 

of digital content protection. When cryptographic 

methods are used, the content is encrypted before be-

ing provided to the consumer, and then the decryption 

key is given only to those who have purchased legal 

copies of the content. However, cryptographic meth-

ods do not offer a reliable solution for combating con-

tent piracy. For example, a pirate can legally purchase 

the encrypted content and then use the decryption key 

to illegally produce and distribute copies of the con-

tent. In other words, once the content is decrypted, it 

no longer has any further protection. 

Thus, there is an urgent need for an alternative or 

complement to cryptographic methods for protecting au-

dio content. To address the issues faced by cryptography, 

watermarking has been proposed, as it has the potential to 

offer greater reliability. Watermarks can protect digital 

content during its normal use, as copyright information is 

embedded in the content in such a way that it cannot be 

removed. This unique feature of watermarks makes them 

one of the most promising methods for digital content 

protection, which has been a motivating factor for most 

research in the past two decades. 

Problem statement and its connection to 

important scientific or practical tasks 

Digital Watermarks (DW) in audio files are one of 

the modern technologies for copyright protection, in-

creasingly applied in the music industry, media, and 

digital products. The main problem lies in ensuring reli-

able copyright protection while preserving the quality of 

audio content and maintaining resistance to various 

types of attacks. 

n order to better understand the process of embed-

ding watermarks in digital audio and subsequently iden-

tify some unresolved issues in current implementations, 

a comprehensive literature review was conducted. The 

algorithms examined are diverse and therefore divided 

into different categories, such as time-domain-based 

algorithms, transform-domain-based algorithms, and 

hybrid algorithms, according to the methodology em-

ployed by each. The advantages and disadvantages of 

key algorithms in each category are reviewed based on 

the following criteria: 

– performance in terms of imperceptibility, robust-

ness, capacity, and computational complexity: Each 

algorithm is evaluated based on how well it ensures that 

the watermark remains undetectable to the human ear 

(imperceptibility), its ability to withstand attacks (ro-

bustness), the amount of information the watermark can 

carry (capacity), and the computational resources re-

quired (complexity). 

– reliability of the results presented for each algo-

rithm: This involves examining the testing methodology 

used, such as the types of tests conducted (e.g., re-

sistance to attacks, quality checks) and whether the re-

sults are reproducible and applicable to real-world sce-

narios. 

– determining if the embedded digital watermark 

can be removed: This focuses on the algorithm’s ability 

to resist removal attempts, such as through manipulation 

or degradation of the audio file. 

– determining if the algorithms incorporate addi-

tional processes to bypass the trade-off between imper-

ceptibility and robustness: Some algorithms may im-

plement extra techniques or processes to balance the 
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need for the watermark to be both imperceptible and 

resilient against tampering, ensuring that neither aspect 

is compromised. 

This comprehensive analysis aims to uncover gaps 

and strengths in existing approaches and point towards 

improvements in digital watermarking techniques for 

audio files. 

The reason for choosing the aforementioned crite-

ria is that they are critical factors for evaluating the ef-

fectiveness of watermarking algorithms in practical ap-

plications. Furthermore, these criteria are useful in de-

termining whether further research on the reviewed al-

gorithms is warranted. 

Quantitative Evaluation of the Performance of 

Digital Watermarking Methods for Audio Files 

In order for digital watermarks (DW) to effectively 

perform their function, it is necessary to evaluate their 

efficiency using quantitative methods. Such an evalua-

tion includes analyzing various aspects, such as the im-

perceptibility of the watermark, its robustness against 

attacks, and its ability to be accurately extracted. 

Let’s consider the main criteria for the quantitative 

evaluation of the effectiveness of audio watermarks. 

These criteria include: 

– imperceptibility (Integration): The watermark 

must be imperceptible to the listener, meaning it should 

not degrade the quality of the audio. 

– robustness: The watermark should remain un-

changed and recognizable even after applying various 

types of processing, such as compression, editing, or 

noise attacks. 

– extractability: It is important that the watermark 

can be reliably extracted and recognized using special-

ized algorithms. 

– computational efficiency: The process of embed-

ding and extracting the watermark should be efficient in 

terms of computational resources and time. 

The discussed criteria are key factors that influ-

ence the evaluation of watermarking algorithms and 

determine their practical value. Let’s analyze each of 

these aspects, present methods for their quantitative 

assessment, and discuss the testing results of various 

watermarking algorithms using real audio files as ex-

amples. 

The goal is to provide a comprehensive overview 

of the methods for quantitatively assessing the effec-

tiveness of audio watermarks and to conduct a thorough 

evaluation of digital watermarking methods. This will 

contribute to the further development of copyright pro-

tection technologies and enhance their reliability in the 

digital environment. In general, there are three ap-

proaches to evaluating the perceptual quality of audio: 

– subjective assessment through human listening 

tests; 

– objective assessment using signal-oriented meth-

ods, such as Signal-to-Noise Ratio (SNR); 

– objective assessment that incorporates a model 

of the human auditory system (HAS), such as Perceptu-

al Evaluation of Audio Quality (PEAQ). 

Subjective assessment can be conducted in several 

ways. One approach involves using the ABX test. Each 

test consists of the original audio file A, the water-

marked audio file B, and an unknown audio file X, 

which can be either A or B. The listener is asked to de-

termine whether X is A or B. A high level of correct 

identification indicates that the watermark is noticeable, 

while approximately 50% correct identification suggests 

that the watermark is imperceptible, as the identification 

resembles random guessing. 

In addition, the Mean Opinion Score (MOS) can be 

used to evaluate the subjective quality of listening to wa-

termarked content. The MOS is a scale that quantifies 

listener perceptions, where higher scores indicate better 

quality. The MOS rating scale is presented in Table 1. 

However, subjective evaluation based on human lis-

tening tests is time-consuming, and the results may be 

inconsistent among different listeners. This inconsistency 

arises because the auditory abilities of different listeners 

vary depending on factors such as age, exposure to loud 

sounds throughout life, and even personal musical prefer-

ences. Additionally, some listeners may be trained expert 

listeners. Therefore, it can sometimes be challenging to 

fairly compare different subjective assessment results, 

and it is preferable to have a more objective evaluation 

based on specific signal characteristics. 
 

Table 1 – Systematization of Attacks on Watermarks 

MOS 5 4 3 2 1 

Descrip- 

tion 

Excel-

lent 
Good 

Satis-

factory 
Poor 

Very 

Poor 

 

The Signal-to-Noise Ratio (SNR) is widely used as 

an objective measure of sound quality. It is easy to in-

terpret, straightforward to apply, and signal-oriented. 

According to the recommendation of the International 

Federation of the Phonographic Industry (IFPI), when 

the SNR exceeds 20 decibels (dB), audio watermarks 

will be considered imperceptible. SNR can be formulat-

ed as follows: 
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where s(n) is the time-domain original signal, and s'(n) 

is the time-domain watermarked signal.  

Since equation (1) equally weights all errors in the 

time domain without considering the energy that varies 

over time and distortions that change over time, an im-

proved estimate can be obtained by calculating the SNR 

for short frames and averaging the results. The frame 

measure, referred to as "Segmental Signal-to-Noise Ra-

tio" (SNRseg), is defined as follows: 
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where M is the number of frames, and N is the frame 

size.  

Problems with SNRseg arise when including silent 

frames, as they can lead to large negative values for 

SNRseg. This issue can be addressed by setting a low 

threshold and replacing all frames with SNRseg values 

below this threshold with the threshold level 
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(a reasonable threshold is 0 dB). On the other hand, 

frames with SNRseg values above 35 dB are not per-

ceived by listeners as significantly different but still 

affect the resulting SNRseg. The upper threshold (typi-

cally 35 dB) can be used to cap any unusually high 

SNRseg values to this upper limit. 

A low SNR or SNRseg clearly indicates that the 

distortions introduced by watermarks are audible; how-

ever, a high SNR or SNRseg is not sufficient to claim 

that the watermark is imperceptible, as this measure 

does not take into account any model of the Human 

Auditory System (HAS). Based on numerous experi-

ments, the behavior of HAS has been thoroughly inves-

tigated by many researchers. These studies have made 

significant progress in defining the characteristics of 

HAS. Some terms have been proposed, such as "abso-

lute threshold of hearing," "simultaneous masking," and 

"temporal masking."  

The "absolute threshold of hearing" characterizes 

the amount of energy required for a pure tone to be rec-

ognized by a listener in a silent environment. "Masking" 

is the phenomenon where one sound becomes inaudible 

due to the presence of another sound. This phenomenon 

can occur in the frequency domain, known as "simulta-

neous masking," or in the time domain, referred to as 

"temporal masking." To more accurately reflect human 

perception, it is preferable to have an objective assess-

ment that incorporates one of the HAS models. 

PEAQ is one such objective assessment method. It 

has been defined as a recommended standard in 

BS.1387. The result of PEAQ is the Objective Differ-

ence Grade (ODG). It classifies the perceptual differ-

ences between the original audio signal and the water-

marked audio signal. The ODG values range from [-4, 

0], as shown in Table 2, where 0 means that both signals 

are perceived as identical, and -4 indicates that the dif-

ferences between them are "very annoying." Thus, the 

closer the ODG value is to zero, the greater the likeli-

hood that the signals are perceived as identical. 

 
Table 2 – Description of the ODG Indicator 

ODG 0 -1 -2 -3 -4 

Descrip- 

tion 

Imper-

ceptible 

Perceptible 

but not 

annoying 

Slightly 

anno-

ying 

Anno-

ying 

Very 

anno-

ying 

 

The correlation between PEAQ and subjective lis-

tening tests has been investigated. It was found that the 

correlation coefficients are 0.837 and 0.851 for the basic 

and extended versions of PEAQ, respectively. Undoubt-

edly, PEAQ cannot fully replace subjective listening 

tests, but it is a widely accepted objective measure of 

sound quality in the industry and is extensively used to 

evaluate the imperceptibility of watermarking algo-

rithms. The accuracy of a watermarking algorithm is 

defined as the accuracy of detecting a watermark with-

out the influence of any attack. It can be measured by 

the bit error rate (BER) [17], which is defined by the 

formulas: 
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where W1 and W2 denote the original watermark bit se-

quence and the detected watermark bit sequence, re-

spectively, N represents the number of bits, and iii de-

notes the bit index. In this article, "accuracy" is used to 

evaluate performance, as it is more straightforward. It is 

defined as follows: 
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The value of each variable is the same as in equa-

tion (3). If N audio signals are used in the experiment, 

the average accuracy, denoted as Precision mean, is 

calculated using formula (5), where \( i \) is the signal 

index. 

 1 .

N
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N
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The robustness of the watermarking algorithm is 

defined as the accuracy of watermark detection after 

attacks. It can also be measured using Bit Error Rate 

(BER). Similarly, accuracy is used to assess robustness.  

Generally, to enhance robustness, a "repetition" 

process is included in the scheme, where the same se-

quence of watermark bits is repeated. On the detection 

side, the "mode" operation is used to identify the wa-

termark bit sequence. In statistics, the "mode" operation 

is used to find the most frequently occurring data in a 

given dataset. For example, in the dataset {0, 1, 0, 1, 1}, 

the mode is "1," as it occurs one more time than "0." 

The procedure for incorporating the "repetition" process 

into the watermarking scheme can be formalized as fol-

lows: 

1. Generate the watermark bit sequence Bw  for the 

signal to be watermarked.   

2. At the embedding stage, insert Bw into the sig-

nal, say d times.   

3. At the detection stage, the detected bit sequence 

Be is divided into d groups:  Be1, Be2, …, Bed. The   

i-th bit of the detected watermark bit sequence  B'w  is 

determined as the mode of the bit set { Be1,i, Be2,i, …, 

Bed,i}. 

The capacity of the watermark can be measured as 

the number of bits per second (bps). Assuming the dura-

tion of the audio recording is k seconds and the number 

of bits in the embedded watermark is n, the bandwidth 

is given by n\k bps. 

Computational efficiency can be assessed as the 

processing time required for embedding and detecting 

watermarks. This depends on the implementation plat-

form. 

Overview of Audio Watermarking Algorithms 

The variety of available algorithms can be catego-

rized based on the methodology they employ. The vast 

majority of audio watermarking algorithms fall into 

three main categories: 

1. Time-Domain Algorithms. 

2. Frequency-Domain Algorithms. 

3. Hybrid Algorithms. 
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Watermarking algorithms belonging to each of 

these three categories will be discussed in detail further. 

Time-domain algorithms literally embed the wa-

termark into the time domain. They are simple to im-

plement. Many time-domain algorithms have been de-

veloped [19-21]. However, algorithms in this category 

are less robust against attacks, and statistical methods 

are often employed to enhance their robustness [22].  

Let’s consider two main algorithms in this catego-

ry: the Least Significant Bit (LSB) algorithm and the 

Echo Hiding algorithm. 

LSB (Least Significant Bit) is one of the earliest 

methods for embedding watermarks in audio as well as 

other types of digital content. The standard approach 

involves embedding watermark bits by altering the val-

ues of certain samples in the digital audio. The water-

mark bits are detected by comparing the modified sam-

ple values with the original sample values. 

The primary advantage of this algorithm is its abil-

ity to achieve exceptionally high capacity. However, its 

main drawback is its extremely low robustness, as ran-

dom signal alterations can destroy the watermark. It is 

very unlikely that the embedded watermark bits will 

survive DAC (Digital-to-Analog Converter) and subse-

quent ADC (Analog-to-Digital Converter) processes. 

Additionally, altering the quantization values introduces 

low-power additive white Gaussian noise, which makes 

this algorithm less transparent to perception, as listeners 

are very sensitive to this type of noise. 

A significant improvement to the standard LSB al-

gorithm was proposed in the paper [22]. The main idea 

is that after embedding watermark bits by manipulating 

a single bit of a 16-bit WAV sample, all other 15 bits of 

the sample can also be altered in such a way that the 

difference between the original sample value and the 

manipulated sample value is minimized. As a result, this 

leads to reduced distortions.  

For example, if the original 16-bit sample value is 

"0000000000001000" in binary format, and the water-

mark bit to be embedded is "0," suppose the watermark 

bit is embedded in the fourth least significant bit of the 

sample. Instead of creating the value 

"0000000000000000" in binary, as would be expected 

in the standard algorithm, the improved algorithm also 

flips the first three bits of the sample, creating the value 

"0000000000000111" in binary. Consequently, the dif-

ference between the original sample and the manipulat-

ed sample is only 1 in decimal notation, which is the 

closest possible to the original sample value. Thus, the 

distortions introduced are minimized. 

Echo hiding embeds watermark bits by introducing 

an "echo signal." An echo is a reflection of sound that 

reaches the listener some time after the direct sound 

[24]. Four parameters of the echo are used: the initial 

amplitude, the decay rate of the echo signal's amplitude, 

the "unit" shift (delay time to the original signal), and 

the "zero" shift. As the shift between the original and 

the echo signal decreases, the two signals merge. At a 

certain point, the human ear hears not the original signal 

and the echo but one mixed signal. It is challenging to 

determine the exact moment when this occurs, as it de-

pends on the quality of the original recording, the type 

of sound being echoed, and the listener. The algorithm 

employs two different kernels: the "unit" kernel, which 

is used to generate the echo signal with a "unit" shift 

corresponding to a binary "1," and the "zero" kernel, 

which is used to generate the echo signal with a "zero" 

shift corresponding to a binary "0" [25]. 

Transformation-based algorithms typically embed 

watermark bits by utilizing the properties of data in the 

post-transformation representation. Popular transfor-

mations include the Fast Fourier Transform (FFT), Dis-

crete Cosine Transform (DCT), and Discrete Wavelet 

Transform (DWT) [26-27]. Some methods, such as 

Quantization Index Modulation (QIM), Singular Value 

Decomposition (SVD), and interpolation, are often used 

to manipulate data to embed watermark bits in the post-

transformation representation. Many watermarking al-

gorithms fall into this category, as the embedded wa-

termark bits are more resistant to attacks. 

The HAS model is typically used to minimize the 

perceptual distortions introduced during watermark em-

bedding. However, there is a trade-off involved, as embed-

ding watermark bits into perceptually significant compo-

nents is more robust but less transparent to perception. On 

the other hand, embedding watermark bits into less percep-

tually significant components is less robust but more trans-

parent to perception. Additionally, using the HAS model 

increases computational time, limiting the applicability of 

these algorithms in time-critical applications. Typical algo-

rithms in this category will be discussed further. The FFT 

was developed as a fast version of the Discrete Fourier 

Transform (DFT). The DFT is a well-known and powerful 

computational tool for performing frequency analysis of 

discrete time signals. It takes a discrete signal in the time 

domain and transforms it into a discrete frequency domain. 

Numerous watermarking algorithms have been proposed 

that are based on manipulating the components contained 

in the FFT spectrum. Most algorithms manipulate the 

magnitudes of the FFT components and enhance robust-

ness against typical audio compression systems by incor-

porating the HAS model.  

The scheme proposed in [27] selects a set of fre-

quencies by comparing the FFT spectrum of the original 

signal with that of the corresponding compressed de-

compressed signal. Watermark bits are embedded at 

those frequencies that have similar magnitudes in both 

spectra. However, this selection leads to perturbations in 

the output signal at the most significant frequencies, 

which is undesirable from a perceptual transparency 

perspective. The scheme proposed in [28] introduces 

some randomness into the frequency selection process, 

allowing for improved transparency at the cost of some 

robustness. All of these schemes are not blind, meaning 

that the spectrum of the output signal is required to de-

tect the embedded watermark bits. 

The algorithm proposed in [29] embeds watermark 

bits based on spline interpolation of data obtained from 

the FFT transformation. The embedding process is illus-

trated in Fig. 1. As shown in the figure, FFT analysis is 

applied to each frame (i.e., short segment) of the output 

signal to obtain the magnitudes of the odd bits. Then, 

the interpolated values of the even segments are ob-

tained through spline interpolation of the odd segment 
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values. The watermark bits are embedded by manipulat-

ing these spline-interpolated values of the even seg-

ments. Finally, the watermarked signal is reconstructed 

using the inverse FFT. 
 

Original signal FFT analysis

Calculate the 

magnitudes of 

odd segments

Spline 

interpolation

Determine the 

values of the 

even segments.

Manipulation 

for watermark 

embedding.

Watermarked 

signal

 

Fig. 1. Process of embedding 

in the algorithm proposed in [29] 

 

As seen in Fig. 2, FFT analysis is applied to the 

watermarked signal to obtain the values of the odd and 

even segments based on each frame. Spline interpola-

tion is then used to derive the interpolated values of the 

even segments. These interpolated even bit values are 

compared with the even bit values obtained via FFT to 

detect the watermark bits. The process of watermark 

detection is presented in Fig. 2. 

This algorithm achieves a high bitrate of about 

3000 bits per second and is resilient to most attacks. The 

average ODG score is -0.5, which is acceptable. The 

computational efficiency of this algorithm is high, as it 

only involves interpolation, FFT, and inverse FFT pro-

cesses. A drawback of this algorithm is that the embed-

ded watermark bits can be easily removed since the em-

bedding positions are known. Additionally, since this 

algorithm is based solely on comparing values that can 

be easily disrupted, it will be vulnerable to certain at-

tacks. Finally, since the test was based on only five 

songs from a single album, the assessment was limited. 

This algorithm achieves a high bitrate of approxi-

mately 3000 bits per second and is resilient to most attacks. 

The average ODG score is -0.5, which is acceptable. The 

computational efficiency of this algorithm is high, as it 

only involves interpolation, FFT, and inverse FFT process-

es. A drawback of this algorithm is that the embedded wa-

termark bits can be easily removed since the embedding 

positions are known. Additionally, because this algorithm 

is based solely on comparing values that can be easily dis-

rupted, it will be vulnerable to certain attacks. Finally, 

since the test was conducted based on only five songs from 

a single album, the assessment was limited. 

Hybrid algorithms are new algorithms, such as the 

Chirp coding algorithm [30], the "patchwork encryp-

tion" algorithm [31], and the SVD-based algorithm [32], 

that cannot be easily classified into either of the two 

aforementioned categories. The primary reason for 

highlighting this category is to emphasize their novelty. 

An example of one of these algorithms will be exam-

ined in detail below. 

Сигнал з 

водяним 

знаком

Аналіз ШПФ

Величини 

непарних 

сегментів

Величини 

парних 

сегментів

Сплайн-

інтерполяція

Інтерпольовані 

значення 

парних 

сегментів

Порівняння

Біти водяного 

знаку

 

Fig. 2. The watermark detection process proposed 

in the article [29] 

 

In [33], a fragile watermarking algorithm was pro-

posed. The embedding process can be described as fol-

lows: first, a 7-level wavelet decomposition of the sig-

nal is performed to obtain 7 levels of "detail" coeffi-

cients. To measure the global effect of watermarking on 

the signal, the "approximation" coefficients at the 7th 

level are also used. Thus, a total of 8 decomposition 

vectors are generated. The reason for using the "detail" 

coefficients is that they are highly sensitive to attacks 

such as lossy compression and audio trimming. Then, 

the percentage of energy of each vector is calculated 

relative to the total energy of the 8 vectors. These per-

centages are rounded to the nearest whole number and 

converted into a binary stream that will be used as the 

watermark bit sequence.  

Next, a Chirp function is created. This function is 

then multiplied by a new signal formed based on the 

binary sequence and scaled by a predetermined scaling 

factor to obtain the Chirp code. This Chirp code is add-

ed to the original signal to create the watermarked sig-

nal. To make the watermark inaudible, the generated 

Chirp code has very low frequency and amplitude.  

On the detection side, the same Chirp function 

used during the embedding process is applied to the 

watermarked signal. This allows the watermark bits to 

be recovered. Subsequently, it can be verified whether 
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the signal has been tampered with by comparing the 

restored sequence of watermark bits with a potentially 

altered binary stream that can be generated directly from 

the watermarked signal.  

In terms of this algorithm, the embedded water-

marks are difficult to remove from the host signal, as both 

the starting and ending frequencies of the Chirp function 

are determined at the user's discretion, and its position in 

the data stream can be varied through shifting. All these 

parameters collectively form a private key. Listening tests 

have shown no perceptual difference between the original 

signal and the watermarked signal. The recovery of the 

Chirp code is uniquely robust even in cases of very low 

SNR, making this algorithm easily adaptable as a robust 

watermarking technique. 

Thus, various popular algorithms developed for 

watermarking audio files have been discussed. To com-

pare all these algorithms, imperceptibility is evaluated 

uniformly using the Mean Opinion Score (MOS), and 

the Objective Difference Grade (ODG) can be directly 

correlated with the MOS score, as shown in Table 3. 

Tables 3-5 summarize the results of typical algo-

rithms that have been reviewed. The Chirp-coding-based 

audio watermarking algorithm is not included in these 

tables because it was originally developed as a fragile 

watermark. However, it has significant potential for de-

velopment as a robust watermarking algorithm. Table 4 

presents four main characteristics of each watermarking 

algorithm: imperceptibility, assessed by MOS; robust-

ness; bitrate; and computational efficiency. Table 5 lists 

some other characteristics of the algorithms. 

 
Table 3 – Relationship Between MOS and ODG 

ODG 0 -1 -2 -3 -4 

MOS 5 4 3 2 1 

 

Table 4 – Four Main Characteristics of Each Typical 

Audio Watermarking Algorithm 

 LSB Echo hiding FFT 

Imperceptibility 5 5 4.5 

Robustness Low Low Low 

Capacity 44100 n/a 3000 

Efficiency High n/a High 

Table 5 – Other characteristics of each audio 

watermarking algorithm 

 LSB Echo hiding FFT 

Invisibility. + - + 

Additional processing - - - 

Extractability Easy Difficult Easy 

Reliability - + + 

 

Tables 4 and 5 show that different algorithms have 

different strengths and weaknesses. 

Conclusions 

The article discussed different approaches to pro-

tecting audio files using digital watermarks. There are a 

large number of methods for applying digital water-

marks, which can be classified according to various 

criteria: by the type of signal, the method of embedding, 

the place of embedding, resistance to attacks and other 

parameters. The most important characteristics of wa-

termarks are their resistance to attacks (in particular, to 

changes and manipulations of audio files) and invisibil-

ity to the listener. This means that the watermark should 

not affect the sound quality, but should be strong 

enough to withstand various types of audio processing. 

Methods that use the frequency or time-frequency 

domain for watermarking are often more resistant to 

attacks and changes compared to methods that work in 

the time domain. Transform-based methods such as 

discrete cosine transform (DCT) and others are widely 

used. These techniques allow watermarks to be embed-

ded in a way that makes them less vulnerable to attack. 

Adaptive methods that take into account the properties 

of the audio file when embedding the watermark can 

significantly improve both the robustness and impercep-

tibility of watermarks. 

Various metrics such as signal-to-noise ratio 

(SNR), detection probability, and others are used to 

evaluate the performance of watermarking methods. 

Experimental studies show that the combined use of 

different methods can provide better results. 

The choice of a particular method depends on the 

specific requirements and conditions of use, such as the 

level of protection required, the acceptable changes in 

sound quality, and the expected types of attacks. 
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Огляд методів нанесення цифрових водяних знаків для захисту аудіофайлів 

Р. І. Растєгаєв, В. О. Мартовицький, Н. М Бологова, Б. В. Філоненко, О. В. Чечуй 

Анотація .  У статті викладено аналіз сучасних підходів до захисту аудіоінформації за допомогою цифрових во-

дяних знаків. Розглянуто різні методи вбудовування водяних знаків, включаючи ті, що базуються на часовій, частотній 

та часово-частотній областях. Особлива увага приділена характеристикам стійкості та непомітності водяних знаків, які є 

критичними для забезпечення високої якості звуку та надійного захисту від атак. Проаналізовано методи на основі пере-

творень, такі як дискретне косинусне перетворення (DCT) також адаптивні підходи, що враховують властивості аудіо-

файлів. Стаття також містить огляд критеріїв оцінки ефективності методів водяних знаків, таких як співвідношення сиг-

нал/шум (SNR) та ймовірність виявлення. Висновки дослідження підкреслюють необхідність ретельного вибору методів 

для досягнення оптимального балансу між захистом, якістю звуку та стійкістю до маніпуляцій. 

Ключові  слова:  стеганографія, цифровий водяний знак, захист інформації, аудіоінформація. 
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