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EVOLUTION AND DISTRIBUTION ANALYSIS OF MULTIMODAL ARTIFICIAL
INTELLIGENCE SYSTEMS

Abstract. The article considers the main aspects of evolution and performs a thorough analysis of the stages of
formation of multimodal artificial intelligence systems (AIS). It was determined that in modern realities, artificial
intelligence has undergone a transformational shift towards embracing multimodality in large language models. Modern
approaches and ways of improving large language models by means of processing and generating a large amount of data
are analyzed. The stages of transformation of artificial intelligence in the direction of multimodality of innovative
development in large language models have been studied. The issue of verification and interaction of information systems
with the surrounding world is considered. It was determined that they are inherently multimodal, multicomponent. Ways of
improving large language models with the help of the ability to process and generate different data modalities are analyzed.
It has been investigated that modern multimodal artificial intelligence systems are effectively used in various fields of
science, education, and economics and require further development and improvement. It was determined that due to the
rapid development of information technologies and systems in various spectrums of life, Al is experiencing a rapid
modification, where generative models, which are becoming more and more perfect, deserve special attention. An overview
of the architecture of the AnyGPT model is performed, where modalities are tokenized into discrete tokens, on the basis of
which LLM performs multimodal perception and generation in autoregression. The methodology underlying AnyGPT was
found to be multi-component, with the model demonstrating capabilities on par with specialized models in all assessment
modalities tested. It has been established that tools designed to detect objects generated by artificial intelligence are in a

state of development and are constantly being modified.
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Introduction

Artificial  intelligence  has  undergone a
transformational shift towards embracing multimodality
in large language models (LLMs), which has ushered in
a new way of looking at how machines perceive and
interact with the world around them. This evolution
stems from the recognition that human experience is
inherently multimodal, encompassing not only text but
also speech, images, and music. Hence, enhancing large
language models with the ability to process and generate
different data modalities holds great promise for
increasing their utility and applicability in real-world
scenarios. Information technologies and systems play an
increasingly important role in today's world. Their
influence is felt in all spheres of life, from economy and
education to science and transport. Information
technologies and systems not only make our work more
efficient, but also open up new opportunities for
development and innovation. The purpose of this study
is to analyze the impact of information technologies and
systems on the economy, education, science and
transport, identification of key problems and challenges
related to the development of these technologies and
systems.

Analysis of recent research and publications. The
problem of analyzing the evolution of the development of
artificial intelligence in the direction of multimodality
and transformational development in large language
models (Ilm) has always been in the scientific focus of
leading foreign and domestic scientists. It was the study
of verification and interaction of information systems
with the surrounding world that caused, according to
scientists, this evolution of views regarding the
perception of certain results that are inherently

multimodal and multicomponent. Analysis of the
improvement of llm with the help of the ability to process
and generate different data modalities in the field of view
of a number of foreign scientists. C. Wang, S. Chen, Y.
Wu, Z. Zhang, L. Zhou, S. Liu, Z. Chen, Y. Liu, H.
Wang, J. Li, L.He, S. Zhao, F. Wei, Z.Tang, Z. Yang, M.
Khademi, Y. Liu, C. Zhu, and M. Bansal consider the
issue of language models of neural codecs [1, 2].

Y. Wang, Y. Kordi, S. Mishra, A. Liu, N. Smith,
D. Khashabi, and H. Hajishirzi investigate the problems
of self-learning from the point of view of matching the
LLMs with self-created instructions [3].

Sh. Wu, H. Fei, L. Qu, W. Ji, and Tat-Seng Chua
They study the main advantages and disadvantages of
multimodal Next-gpt [4].

T. Zhang, Y. Wu, T. Berg-Kirkpatrick, K. Chen,
Y. Hui and S. Dubnov consider the features of large-
scale contrastive pre-learning of speech and audio with
feature fusion and keyword addition to captions [5].

N. Zeghidour, A. Luebs, A. Omran, J. Skoglund,
and M. Tagliasacchi explore the features of
Soundstream through the lens of an end-to-end neural
audio codec [6].

D. Tyshshenko, T. Franchuk, R. Zakharov,
V. Moskalenko in their works explore the design of key
information management protocols using multimodal Al [7].

According to domestic scientists, one of the main
tasks in this dynamic field is the design and development
of models capable of seamlessly integrating and
processing various types of data. It is the analysis of the
creation of dual-modal models that combine different
forms of data that is devoted to the works of O.
Sukhorebrogo, D. Nenych, A. Kurilekh [8, 9]. Practical
applications of the integration of artificial intelligence are
investigated by S. Gladkyi, M. Prorok [10].
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Main part

Al became the fastest service to reach one hundred
million monthly active users. According to PwC's 2023
Emerging Technology Survey, more than fifty four
percent of surveyed companies integrated generative Al
into their business processes during the year. They was

practiced by Blackrock  Neurotech, Precision
Neuroscience and many others. but Neuralink's main
difference is its focus on expanding human capabilities,
not just restoring lost ones. The analysis of scientists'
research on the main characteristics of multimodal Al
technologies made it possible to highlight the key ones
are presented on Fig. 1 [11-20].

The name of the multimodal
AT technology

Characteristics of multimodal
AT technology

Natural Language
Processing (NLP)

NLP has evolved to not only
understand written and
spoken language, but also to
interpret context and nuance
when combined with data
from various sources

Image and video analysis

AT models can now more
accurately analyze visual
media by understanding
content and context,
especially when combined
with textual descriptions

Speech recognition and
processing

improved speech recognition
allows Al systems to more
accurately understand spoken
language, including tone and
emotional context

Fig. 1. Key technologies of multimodal Al

Information technologies and systems are rapidly
developing, having a significant impact on all spheres of
life. Al is experiencing explosive growth, with
generative models becoming increasingly sophisticated.
Mobile communication is evolving to provide access to
communication anywhere in the world. Bioengineering
is taking significant steps forward in exploring the
possibilities of the brain-computer interface. In our
opinion, the best tools for recognizing artificial
intelligence Al are presented on Fig. 2 [17-20].

Tools designed to detect Al-generated images are
mostly still in a state of development, evolving along with
technological advances. The rapid pace of change in the
field of Al is impressive, as significant advances are made
almost every day. As more Al tools become available, the
more they increase our efficiency, and this momentum of
progress is expected to accelerate even further.

AnyGPT's performance underscores the efficiency
of its design. Thanks to the rapid development of
generative Al, creating convincing fake content has
become much easier and more accessible. Al-based
image generators and deepfaking technology are used
for a wide range of purposes, from students to cheat on
tests to fraudsters spreading disinformation about wars,
elections and natural disasters.

Researchers have identified several approaches to
multimodality, a brief description of which is presented
are presented on Fig. 3.

This indicates a significant growth of Al in last
year.The most famous of them is Google, which
announced a competitor to ChatGPT Bard. In April,
thanks to the merger of Google Research and DeepMind
teams, they are creating methods to improve the

effectiveness of reinforcement learning. Such systems are
able to perform extremely complex tasks through
thousands of training iterations. In last year, Sundar
Pichai, CEO of Google, together with Demis Hassabis of
Google DeepMind presented Gemini, a multimodal Al
that not only has the ability to understand text or images,
but also combines different types of information in a way
that is much closer to how humans perceive Al and other
IT giants such as Microsoft Bing were also presented
(renamed COPILOT in two thousand twenty-four year),
Meta announces its open source LLM model, Anthropic
releases Claude 2 and receives investment from
Amazone. Working with the above systems on mobile
devices requires a stable, fast and accessible connection.

This is precisely what can be used to show all
possible combinations of high-resolution image
synthesis, which helps to work on a whole series of
different sets of solutions to the assigned problems.
Usually, to create a given image, a special colab is used.
In particular, Google Colab is a free service that
presents everything you need for machine learning,
divided into many separate cells.

Conclusions

The development of neural networks is a multi-
component system, where each subsequent component
is connected with the previous one, being its basis. First,
language models appeared, tailored to work with text,
and then, layer by layer, other modalities began to be
added, such as photos, video and audio. Therefore, the
primary source and basis of the research currently being
conducted concerns multimodal Al, which is directly
related to classical text neural networks.
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AT identification tool
Winston AL

——
Numinarty

————
Hive Moderation

————
Is It AI7?

—
Originality.ai

————
GPTZero

——-
Copyleaks

————

Characteristics of Al identification
tool

the tool determunes 1t the umage
was created by artificial
intelligence., the results include
image information such as C2PA,
IPTC and Exif data

a toel for verifying the origin of an
image on the Internet, provides an
estimate of the likelihood of the
involvement of artificial
intelligence

an Al detection tool, specifically
for detecting Al in images and
videos, provides API services for
processing and tagging images,
videos, GIFs, web pages, audio,
and live streams for content
moderation

a tool designed to identify an image
or text generated by artificial
intelligence offers a free version for
basic use with the option to
subscribe to additional features or
integrate it into your AI content
review platform

offers Al text recognition services
for writers, marketers and
publishers, has three modes — Lite,
Standard and Turbo

AT text detector for teachers.
writers, cvber security
professionals and recruiters

copvleaks' Al text detector is
designed to detect human writing
patterns  and flags content as
potentially AT only when it detects
deviations from these patterns

Fig. 2. The tools for recognizing artificial intelligence

Method | ‘

Characteristics of the method

Tool-augmented LLM

combines several
independent models in one
product

End-to-end multimodal
LM

instead of using separate
models for text and images,
such a model is trained on all
necessary types of data at
once, within a single
structure

Modality bridging with
pretrained models

eliminating the gap between
modalities, combining them,
where models exchange data
through’t a text request, but
using mathematical vectors

Fig. 3. Characteristics of approaches to multimodality
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Separately, it is necessary to looks the problems of
large multimodal models: inclusion of more data modalities;
availability of diverse data sets; generation of multimodal
outputs; list of instructions (LMMs face the challenge of
mastering dialogue and following instructions beyond
simple completion); multimodal reasoning (seamless

integration of multimodal data for complex reasoning tasks);
LMM compression (the resource-intensive nature of LMMs
is a major obstacle, making them impractical for compute-
constrained peripherals). Compressing LMMs to improve
efficiency and make them deployable on resource-
constrained devices is a critical area of current research.
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EBouronist Ta aHami3 po3BUTKY MYJbTHMOJAIBLHIX CHCTEM IITYYHOTO iHTEJIEKTY
A. Karmitomn, 1. Tumenko, A. lecsatko, B. Jlazoperko

AHoTanisi. Y cTaTTi po3rVISIHYTO OCHOBHI aCHEKTH EBOJIOLIT Ta MPOAaHaTi30BaHO PO3BUTOK MYJIBTUMOJAIBHUX CHCTEM
IITYYHOTO iHTENeKTy. BU3HAueHO, IO B Cy4aCHHX pealisfix INTYYHHH IHTENEKT 3a3HaB TpaHc(opMaliifiHOro 3cyBy B Oik
OXOIUICHHSI MYJIbTUMOJAIBHOCTI Y BENHMKHX MOBHHMX MOJENAX. IIpaHali30BaHO NUISXM BJOCKOHAJIEHHS BEIMKHX MOBHHX
MOJIEIIEH 3a TOTIOMOTOFO 3/IaTHOCTI 0OpOOIIATH 1 TeHEpYBaTH BEIMKHA 00CAT JaHWX. MeTor bOTO JOCIIIKEHHS € aHajli3 BUMOT
JI0 PO3pOOKH Ta BIPOBAIKEHHS MYJIbTHMOJAIBHUX CHCTEM IUTYYHOTO iHTENEeKTY. JJOCIDKEHO eTamnu TpaHchopMallii ITyIHOro
IHTEJIEKTy Yy HampsMKy MYJIBTHMOJAIBHOCTI iHOBAaLifiHOrO PO3BHUTKY Yy BEJIMKMX MOBHHMX MOJENSAX. PO3INISHYTO MHTaHHS
Bepudikamii Ta B3aemoxii iHGOpPMALifHUX CHCTEM 3 HAaBKOJMIIHIM CBiTOM. BH3HaueHo, L0 BOHH 3a CBOEI0 CYTTIO €
MyJIbTUMOJAIBHAMH, 0araTOKOMIOHEHTHUMH. [IpoaHami3iBaHO LUISIXM BIOCKOHAJICHHS BEJIMKMX MOBHHMX MOJENeH 3a
JIOTIOMOT OO 3/IaTHOCTI 0OPOOJIATH 1 TeHEPYBATH Pi3HI MOJATBHOCTI AaHUX. J[OCHIKEHO, 110 CYyYacHI MYJIbTHMOJAIbHI CHCTEMU
IITYYHOTO iHTENEKTy e(heKTUBHO BUKOPUCTOBYIOTHCS B PI3HHX Tally3sX HayKH, OCBIiTH, €KOHMIKH Ta MOTPEOYIOTh MOAAIBIIOIO
PO3BUTKY Ta BIOCKOHAJEHHs. Bu3HaueHo, 1110 BHACIIIOK OypXJIMBOrO PO3BUTKY iH)OPMALiHHUX TEXHOJOTIH Ta CHCTEM B PI3HHX
cnekTpax xkurrenisuibHocTi, LI mepexusae OypxnmBoi Momudikarii, 16 0coOIMBOI yBaru 3acilyrOBYIOTh T€HEPAaTHBHI MOJEN,
SIKI CTAlOTh Bce OUMBII JOCKOHAIMMHU. BukoHano ormsn apxitektypu moneni AnyGPT, ne MomambHOCTI TOKEHI3yIOThCS B
JIMCKPETHI TOKeHH, Ha OCHOBI sIkuX LLM BHKOHY€ MyJbTHMOJAJbHE COPUHAHATTS Ta TeHEpyBaHHS B aBTOperpecii. BusHaueHo,
[0 METOJIOJIOTA, MO JIKUTh B 0CHOBI AnyGPT, € 6araToKOMIOHEHTHOIO, MOJIENTb KO IEMOHCTPYE MOKIJIMBOCTI Ha PiBHI 3i
CIreniai3oBaHUMK MOZEIISIMU B yCiX MPOTECTOBAaHMX MOJAIBHOCTAX OLHIOBaHHSA. BCTaHOBIJICHO, 1110 1HCTPYMEHTH, IPU3HAUYCH]
JUTSL BUSIBIICHHSI 00’ €KTIB, 3reHEPOBAHUX IITYYHUM IHTEIEKTOM, Iepe0yBaroTh y CTaHi PO3BUTKY, Ta MOCTIHHO MOAU(IKYIOTHCSI.

Kaw4oBi ciaoBa: mry4Huil iHTeNneKT, OioimxeHepist, TeHepaTHBHI MOJEINI, MyIETHMOIATEHICTb.
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