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FUZZY INTERACTIVE CLUSTERING METHOD

Abstract._The article examines an example of a system in which a large number of short texts are generated. In it,
participants create strategic planning documents, within which key performance indicators are determined. The formulations of
key performance indicators form a data set consisting of short texts. Within the framework of this system, there is an urgent task
of forming and updating a classifier based on this set. A solution to this problem is presented using the fuzzy interactive clustering
method. This method allows expert to perform clustering sets of short texts, issuing reverse communication based on the results of
each step interactive clustering. Collection procedure reverse does not imply any connection availability of an expert special knowledge
about work neural network and is assembled in human-readable form matrices reverse communications. Such an approach has
advantages over clustering methods requiring adjustments metaparameters algorithm not related directly with the clustering results.
Also important advantage the proposed method is opportunity realize clustering sets data related to various language domains that do
not match the domain on which was produced education language models, due to proposed extension method dictionary language
models This property allows use the proposed algorithm in a narrow way specialized domains, as well as in domains that do not allow

you to obtain a full-fledged corpus of texts for yourself training language models.
Keywords: clustering, data, decision making, efficiency, neural net.

Introduction

Cluster analysis is one of the most important
sections of system data analysis and is used in various
problem areas - technical, natural science, social.

Clustering is an example of an unsupervised
learning problem and comes down to dividing the
original set of objects into subsets of classes in such a
way that elements of one class are as similar as possible
to each other, and elements of different classes are
different.

Traditional cluster analysis methods work with
objects specified as vectors signs [1-4]. When working
with texts, the first step of the algorithm is clustering is
definition space signs and construction in it vectors
available texts [5, 6]. Typically received vectors have big
dimensions and when working with them traditional
cluster analysis methods do not provide sufficient
efficiency[7-10].

When working with short texts dimension vectors
does not decrease, but only is added property sparsity to
feature vectors that creates additional difficulties with
them processing by cluster analysis methods [11, 12].
Below the short texts in this research implied texts
consisting from one or several sentences with a total
number of words ranging from 5 to 100.

In addition, additional complicating factors solution
tasks clustering for short texts are: synonymy,
homonymy, more frequent, compared to ordinary texts,
use abbreviations, slang expressions and neologisms and
most the main thing is partial or complete absence
context for short texts.

Swift height arrays information consisting from
short text sets fragments, contributes intensification
research in the field development methods processing
texts using machine learning.

Problem annually dedicated to a significant number
of studies. Big Part carried out research refers to texts in
English language.

In the article an example of a system is considered
in which is happening generation big number of short

texts. In it the participants form documentation strategic
planning, within the framework of which are determined
key indicators efficiency.

Formulations key indicators efficiency form a data
set consisting from short texts.

Within these systems acute the task is to form and
update classifier based on this set.

This task can be solved with clustering.

Main Part

Modern methods clustering using neural networks
are usually used neural network for preparation vectors
signs and then used analytical method (based on formulas
with hyperparameters) for clustering these signs.

As a result, the result of clustering due to quality
received vectors signs, i.e. quality training neural
network.

At the same time, in the last time appear methods
allowing solve the clustering problem directly using
neural network that allows combine process receiving
vectors signs and actually clustering.

Sticking to ideas for the researcher most simple and
accurate reverse communication there will be criticism
received results clustering, in this work supposed reverse
connection two types:

1 — “element X; must belong to the cluster C;”;

2 — “element X; should not be in cluster C;”.

Simultaneously may be received arbitrarily the
number of such restrictions, in particular, is easily
specified restriction “change” elements Xi and X; in
places" combination two restrictions first kind. In Table 1
shows an example of a formalized reverse connections
from an expert in the form of a matrix reverse
communications.

At the intersection of the line corresponding
element (object) from the data set and cluster to which
the an object was ranked with the highest degree
confidence neural network (maximum value in the
corresponding output component vector) is placed
reverse connection two the above types in the form
“Include” or “Exclude” respectively. in Table 1.
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Table 1 — Example of a matrix reverse connections
from an expert

Cluster 1 | Cluster 2 Cluster K
Element 1 + + turn on
Element 2 + turn on +
Element N + exclude +

From generalized scheme methods clustering it is
clear that treatment reverse communications at the level
single target functions (functions loss, penalty
functions, loss function) will allow simultaneously
build performance objects in accordance with intention
researcher influencing weights neural network and
adjust errors clustering influencing the outcome of the
next iterations clustering (for example, shifting
clusters).

For the presented clustering method it is not
difficult to notice that target function is aimed at q;; was
more pjj.

If look at private derivatives for updating scales
neural network and vectors centre’s clusters
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then it can be understood that in the case negative the
difference (pij - gij) will be the element is “pushed out”
from the cluster, despite the absence fine with sides target
functions.

In this research for accounting reverse
communications user when adjusting scales neural
network by inverse method distribution errors offered use
following formulas for calculation gradients target
Features:
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where T = (tij) is the matrix of feedback multipliers, in

which the elements satisfy the conditions:

tij>0, if elementiisincluded in the cluster j;
t;; <0, if element i isexcluded from the cluster j;

t;;=0, if elementiisremainsin the cluster j.

The matrix T is obtained trivially from matrices
reverse communication from the expert presented in
Table 1.

In the Table 2 shows an example with the result of
the transformation matrices reverse connections from an
expert to the matrix multipliers for target functions neural
network.

Table 2 — Feedback multiplier matrix
for the objective function

Cluster 1 | Cluster 2 Cluster K
Element 1 0 0 100
Element 2 0 100 0
Element N 0 —-1000 0

Absolute meaning t; defines the speed at which
cluster elements and centers will be strive for each other or
push away from each other.

Also, on this speed influences exposed level learning
rate) for a neural network. In this work in experiments used
value 100 to enable element to the cluster and - 1000 to
exclude element from the cluster.

These values were determined empirically, because
experiments have shown that for the case pushing out
element from the cluster has meaning use big absolute
magnitudes than with attraction.

Described higher an approach allows enough
effectively solve the clustering problem, and in the case of
such multidimensional objects as text, to user necessary
have opportunity render influence on the course process
clustering for the purpose identifying hidden or explicit
intentions.

One of main advantages proposed clustering method
is that added restrictions are not rigid, do not lead to the
need decide systems equations that can potentially turn out
to be incompatible.

Any restrictions user, regardless of their internal
there will be contradictions taken into account in fines
sides target functions

Conclusions

In the article a method of interactive reverse
clustering communications at the base modern methods
clustering.

Used generalized construction scheme algorithm
clustering and proposed architecture neural network allow
combine advantages modern language models with high
indicators accuracy and perplexity and most currently
effective universal algorithms clustering.
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Language blocks model and clustering in the
proposed architecture artificial neural network with time
can be easily replaced with blocks of more modern and
efficient language models and methods clustering without
the need changes proposed algorithm.

This method allows expert to perform clustering sets
of short texts, issuing reverse communication based on the
results of each step interactive clustering. Collection
procedure reverse does not imply any connection
availability of an expert special knowledge about work
neural network and is assembled in human-readable form
matrices reverse communications. Such an approach has
advantages over clustering methods requiring adjustments

metaparameters algorithm not related directly with the
clustering results. Expert in such methods interacts with
the algorithm as a “black box” model, which reduces
efficiency man-machine interactions.

Also important advantage the proposed method is
opportunity realize clustering sets data related to various
language domains that do not match the domain on which
was produced education language models, due to proposed
extension method dictionary language models This
property allows use the proposed algorithm in a narrow
way specialized domains, as well as in domains that do not
allow you to obtain a full-fledged corpus of texts for
yourself training language models.
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MeToa HediTKOI iHTEpAaKTHBHOI KJacTepu3anii
b. O. Crebnsnko, O. B. Hi, I'. A. Kyuyk, [I. M. Bonx

AHoTaunis. Y CTaTTi MOCHIKY€EThCS PUKIIAT CUCTEMH, JI€ BiTOYBA€ThCS TeHEepaIlis BEIMKOI KUTBKOCTI KOPOTKUX TEKCTIB.
VY Hilf ygyacHUKH (HOPMYIOTH JOKyMEHTH CTPATETridHOTO IUIAHYBAHHS, Y SKUX BH3HAYAIOTHCS KIFOUOBI MOKA3HUKU €(heKTHBHOCTI.
DopMymoBaHHS KIIOYOBHX MOKA3HHUKIB €()eKTHBHOCTI YTBOPIOIOTH BiMMOBiMHMI HaOip maHWX. Y paMKax Ifi€i CHCTEMH TOCTPO
CTOITB 3aBAaHHs (OPMyBaHHs Ta aKTyaui3auii kiacudikaTopa, 3aCHOBaHOTO Ha JaHOMY Habopi naHux. HaBeneHo po3s'si3anHs wiel
3aj1adi 3a JJOIIOMOT'OI0 METOY HEHiTKOI iHTepaKTHBHOI Kiactepu3arii. Jlanuii MeTo1 103BOIIsIE eKCIePTY MPOBOIUTH KIIACTEPU3ALIIIO
HaOOPiB KOPOTKUX TEKCTiB, HAJJAI0UX 3BOPOTHUI 3B'I30K 32 pe3yJibTaTaMU KOXKHOTO eTally iHTepakTHUBHOI kiactepu3auii. [Tporenypa
3BOPOTHOTO 3B'3Ky He Ilepei0ayae HassBHOCTI y eKCIiepTa CIeliabHIX 3HAaHb PO PoOOTY HEHPOHHOI Mepexi Ta 30UpaeThCs y BUIIISII
MaTpHIli 3BOPOTHOTO 3B'I3Ky, SIKy MOXKE IIPOYUTATH JIFOAUHA. Takuif Mmiaxix Mae IepeBary B OPIBHAHHI 3 METOIaMH KJIacTepH3arii,
0 BIMAraloTh KOPHI'YBAaHHS MeTallapaMeTpiB alrOpUTMY, He TOB'I3aHUX Oe3MOoCepeiHBO 3 pesyiIbTaTaMy KiacTepu3arii. Takox
BaKJIMBOIO MEPEBATOI0 3aIPOIIOHOBAHOTO METOMY € MOXKIIMBICTH 3iHCHIOBAaTH KJIacTePHU3allil0 HabOpIiB TaHUX, IO BITHOCATHCS IO
PI3HMX MOBHHX JOMEHIB, IO He 30iraloThCs 3 JIOMEHOM, Ha SIKOMY IIPOBOJWJIOCS HAaBYAaHHS MOBHOI MOZEN, 3a PaxyHOK
3alPONIOHOBAHOTO METOJy PO3IIMPEHHs CIOBHMKA MOBHOI Mozeri. Ll BIacTHBICTh JO3BOJISIE BUKOPUCTOBYBATH 3alPOIIOHOBAHHUI
METOJI y BY3bKO CHEL[ialli30BaHUX JTOMEHaX, a TAKOX y JIOMEHaX, IO He JO3BOJIIFOTh OTPUMATH MOBHOLIIHHUI KOPTEX TEKCTIB IS
HABYaHHS MOBHOI MOJZIEII.

KawuoBi caoBa: kiracrepusanisi, JaHi, IPUHHATTS PillleHb, epEeKTHBHICTh, HEHPOHHA Mepexa.
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