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INCOHERENT DEMODULATION OF TWO SYNCHRONOUS MUTUALLY
NON-ORTHOGONAL DIGITAL SIGNALS WITH FREQUENCY SHIFT KEYING

Abstract. The synthesis method of the incoherent demodulation procedure of two synchronous mutually non-orthogonal
digital signals with frequency modulation is considered. In the absence of interference this procedure degenerates into the
procedure of classical incoherent demodulation of a digital signal with frequency modulation. When the instantaneous
power of one of the signals significantly exceeds the instantaneous power of the other, the interference immunity of the
latter approaches the immunity of reception in a channel with additive white Gaussian noise without interference. This
procedure can be used in the development of modem compensators that ensure repeated use of the frequency resource as
well as in the development of promising interference-protected radio communication devices.
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Introduction

In modern conditions, reception of radio signals is
carried out in an a priori uncertain signal-interference
situation, which is due to the limitation of the radio
frequency resource and the increase in the number and
power of structural radiations of various origins.
Therefore, the problem of demodulation of signals
under the influence of interference was and remains
relevant and a large number of works are aimed at its
solution [1, 2].

In this article it is proposed to use demodulators of
receiving devices synthesized on the basis of
mathematical models of compensation procedures [3-6]
to improve the immunity of the reception of a useful
signal which is observed against the background of such
strong interference.

The purpose and main content of the article is to
solve the problem of synthesis of a mathematical model
of the procedure of incoherent demodulation of
mutually non-orthogonal digital signals with frequency
shift keying (FSK). To achieve the goal, we will finalize
and use the methodology given in [2, 7].

The procedure of incoherent demodulation of
two synchronous mutually non-orthogonal
digital signal with FSK

Let's write down the values of the useful FSK
signal corresponding (m = 2) to two possible values of
its discrete parameter r, =0,1. Suppose that the discrete
parameter 1, =1 is modulated and transmitted at the
frequency o, and B =0 at o, then the general form
of the useful FSK signal will be written as follows:

51 (R @16 @2c-t) = 1y [ Ag cos (ant +¢ ) |+

+(1-1)[ Ay cos (@t + 2 ) |
where @, ¢@. — are the initial phases of the useful
signal at frequencies ®; and o, respectively which are

random parameters due to the fluctuation of the spread
time in the communication channel; A, — is the

amplitude of the useful signal, which is constant in
frequency.

In turn, the powerful and similar interference FSK
also takes two values of a discrete parameter r, =0,1.

For our observation model let the discrete parameter
r, =1 be transmitted at frequency ®; and r, =0 at

o, . Also, will be writing down the expression for a
similar FSK interference as follows:

S2 (12, 0135023, 1) = o Ay cos (ot +1, ) +
+(1-1y) Agy cos(mot + 93, ),
where ¢;, @y, — initial phases of interference at
frequencies ®; and ®,; Ay, Ay — amplitude of

interference at frequencies o; and o, .

We will assume that the frequency positions and
clock points of the signal and interference coincide and
the modulation of the interference at each of the two
frequency positions is carried out without a phase break.
The last condition makes it possible to use coherent
(quasi-coherent) interference processing, and we will
process the useful signal incoherently (quadrature). We
will also assume that additive interference in the form of
additive  white  Gaussian noise acts in the
communication channel.

On the Fig. 1 shows the useful signal in vector

form sy (1, ¢qc.t) and interference signal s (I, ¢1,.t)
which rotate in the positive direction with the same
angular velocities «;, but with different total phase
values relative to the real axis.

First of all, in order to present a useful signal
Sl(rl,(plc,t) against the background of powerful and

structurally similar interference Sz(rz,(p13,t) it is

necessary to obtain the value of the in-phase and
quadrature components of the amplitude of the useful
signal relative to the interference.

To obtain the in-phase component of the
amplitude, we project the vector of the useful signal
onto the length A, of the signal-interference vector,
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and to obtain the quadrature component, we draw the
normal to the beginning of the vector of the obstacle and
get the projection of the vector of the useful signal on it.

n =1 D) =1

o a1
(Dl AO

01t + @15

o1t + Q¢

Fig. 1. Vector representation of useful signal and interference

Let us denote the angle between the vector of the
useful signal and the interference A¢ which in turn,

will be equal to the difference of the complete phases of
these vectors, namely Ag = ¢ — ¢y, (see Fig. 2).

The value of the in-phase A’ and quadrature
components Alk of the amplitude of the useful signal
s (R, @1c0t)
interference S, (I, ¢1,.t) is written as follows:

A = Acos(91e — 915 ) ;
A = Agsin (910 —015)

Values A5 and A§ components of the useful

against the background of such

signal s; (1, ¢,t) corresponding to the transmission of
a discrete parameter r, =0 against the background of
such interference s (1, ¢p,,t), are obtained similarly
AS = AUCOS((pZC —(P23) )
Kk .
Ay = Agsin (02 — 92, ).

rl =1 r2 =1
AO w1
o (9
K%
A
¢ o1t + ¢,
AQ =010 — 015

Fig. 2. Angular relations between signal and interference

In Fig. 3 signal interference is represented in
vector form 32(r2v(P13,t), in-phase A and quadrature

Alk components of the amplitude of the useful signal

S1(r1, <P1c,t) rotate with the same angular velocity .

n=1r=1
y A
[
A
Al s (12, 915-1)
Sid 0)1t+(pl3 R
X

Fig. 3. Display of in-phase and quadrature components
of the amplitude of the useful signal and interference
The value of the full phase relative to the axis x of
the in-phase component A’ coincides with the value of
the full phase w;t+¢,, of the interference vector, the
value of the full phase relative to the axis x of the

quadrature component Alk - is greater n/2 than the full

phase of the interference vector.
The use of the formula for summing trigonometric
functions cos (n/2 + o) = —sin a, write down the full

expression of the useful signal s;(R,¢y,t) that is
observed against the background of a powerful and
structurally similar interference s (2, ¢1,,t) :

(R, @pc.t) = I’l[Af cos (ot +¢g, ) - Alk sin (ot + 9y, )J =
=1, [ Agcos( @y — @y, ) cos (ot +¢y, ) —
_AOSin((Plc _(Pl3)Sin(mlt+(P13 ):| (1)

Expression for the useful signal s; (1, @y¢.t) that

is observed against the background of a powerful
interference S (I, ¢5,.t) is obtained in a similar way

and has the following form:
51 (1 92c.t) = (1-1)| AS cos(wat+02,) -

~As sin (oot + o, )J =(1-n )[%COS((ch —0p;)x (2)

xCOS (ot + @y, ) — Ay sin (@pe — @2, )sin(@yt + o, )J .
The general model of monitoring the duration of
the clock interval T =t, —t,_; will be presented as:

y(t) = Sl(rll(Plc;(ch,t)‘i‘Sz (r2>(P13a(P23,t)+n(t) —
= r1|:AlsCOS(0)1t+(p13)— Alk sin((!)]t+(Pl3)j|+ (3)
+(1- rl)[AQSCOS((DZt+(p23)— Afsin (ot + 0y, )}r

12 Ag1COS (@1t + @15 ) + (1= 12 ) Agpcos (ot + oy ) + (1) ,
where n(t) — additive white Gaussian noise.

205



Control, Navigation and Communication Systems. 2023. No. 2

ISSN 2073-7394

We will also assume that the states of the discrete
parameters r; and r, are equally likely and mutually

independent and the initial phases ¢, 5 ., are uniformly

distributed over the interval [0, 27].

In addition, with the already proposed rejection of
the estimation A, of the amplitude of the useful signal,

the equation is obvious h12 = h22. However, the
assumption of abandoning the estimation of the
amplitude of the useful signal and replacing it with its
value Ay << A1, Ay << Ay, does not allow to neglect
the fact that in the general case Ay # Ay, because the
case is possible when the difference in amplitudes
|Agg — Agy| commensurate with A, .

In the future, for the sake of minimizing records and
ease of understanding, we will assume that the useful
signal is transmitted at a frequency o, corresponding to
the value of the discrete parameterp =1.

Received signal is considered as the sum of the
useful signal and interference. For our case, the average
power will be write as follows [8]:

fy
1 2
Pinor =7 [ [s1(Ro1c,t)+55 (2 p5,t) [t (4)
’ t1

Using the formula of the likelihood function for a
signal with a random initial phase [9, 10]

Ar[y(t);wkexp{—%}em{ b [y(t) cp]},

where P,r’(P — the average power of the received signal

0]t == I y(t
tk -1
scalar product of the input observation y(t) and

s(r,o.t); b[y s(r,p,t)dt —

s(r,o,t), has the following write of the conditional
probability functional for the observation (3)

Prlyfzmcs
— X
No

xexp{ brl[y (plc]} exp{ by, [y @13]}! ®)

Arlzl,rzzl[Y(t); Pic: P15 | = €XP {—

where brl[y( Q1 | = by, = fy st (1, or. )t
ty1
br, [ Y(t). @15 ]=b, = I y(t)-5; (1, @p5,t)dt . (6)
1

Substitute (4) and (6) into (5)

Agtrya ] Y(1); 01 |=exp| — J y(t)-si (1, @1, t)dt+

e
2 % 1 %
+N— I y(t)~52(r2,(P13,t)dt—N— I S]z(rl,(P]c,t)dt_
0ty 0ty

fy fy

1 2
_Ni J. S%(rz,(ph,t)dt—N— J. Sl(rl,(plc,t)~52(r2,¢13,t)dt . (7)
Oty Oty

Substitute the expression for the useful signal (1)
and the interference value S,(rp,¢1,,t) which

corresponds to the transmission of the discrete
parameter r, =1 in (7)

Agetip=a [Y(t): o1cs 01 )=

=exp {Ni [y

0ty

) Ao €05 (1 — 1y Jcos (et + @y, ) dt -

__J'y

Ag sin (g —@r, )sin (ot + @y, )dt |+

No t
— I y AZlCOS (,02t+(|)13)dt -
No e
1%,
— N— J. AO CcoSs ((P].C (pl3)COS (OJlt+(P13)dt—
Oty

ty
1 . .
TN. f A02 sin’ (o1 —(Pls)smz ((01”(!)13)(“]_

- j A2; c0s? (@t + ¢y, ) dt -

No ty1
2| K )
N [ Ao1Ag cos(yc — 0y, )cos® (yt + ey, ) dt -
k1

%
~ | PorAgsin(oy —<P13)Sin(031t+$13)005(®1t+¢13)dt} -(8)
L&
Write the right-hand part of (8) as follows:
2 % )
—— [ Ag1Aycos (1 — @15 ) cos” (ot + gy, )dt,
No
k-1
ty
_[ sin (ot + @y, )cos (ot +¢p, )dt =0
1
Introduce the notation in (8) taking into account
(5) and (6):

05y =2 | (1) A0 g eos (ot 1, )t -
0ty
= b,s(il cos(pyc —915) 3
2 %
bfi:l:N_o [ y(t) Agsin(pyg — g1, )sin (gt + @y, )dt =
tg—1
bko 1SiN(Q1c —15) 3

2 ty
br2=1=N—O [ y(t) Apscos (et + gy, )dt ;

1
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ty
1
hri:l = No j Ajcos? (01— 1, )0052 (ot +@y,)dt -
g
1 tjﬁ 2sin? - in? (ot dt=
N Asin“ (pyc — @1, )sin” (ot + ¢y, )dt =
Oty
2 2 .
- hrlzl,s + hrlzl,k '

2

ty
1
2" N, I AZ1c08? (ant + g, ) dt ;

tg—1
ty
2
Ryctrys1 =—— | A21A0C0s(¢re -y )cos” (wyt +y, )dt =
0tq
0
= er_]_ r _1COS((P10 '(P13) . (9)

Taking into account notation (9), the conditional
probability functional (8) has presented as follows:

Arlzl,rzzl[)/(t); P1c- P15 | =
=exp [[brs 0=1005 (010 —015)— béglsin (@1c — 15 )] +bp, -1 —
ZRE -, _,C0S(Py¢ — Py, )ﬂ - (10

In case of quasi-coherent processing of
interference and under the condition hr22:1 >>1 the

2
hl'l—l hl’z =1

initial phase estimation error can be neglected ¢, =0.
Average (10) over ¢y, the interval [0, 2z and get the
unconditional probability functional:
2
o)
1
2—nexp(b 9 hr2—1)

Al V() o |=

2m
0 KO o
x| exp[(brslzlcoaplC —b, _sings ) -
0

ZRS 1 1COS(pchd(plc. (11)
In the following, we will
exp(—h2
of the discrete parameter r, and r, . Taking into account
the previously introduced notations (9) we write:
oMo
n=Lrp=1" Ay

Introduce the notation
integration procedure (11):

ignore the factor
=1)/27: which does not depend on the values

= aghp (12)

that facilitates the

k0
50 ko |2 by-1
B = brl_1 +(0k% ) wa= arctg—, (13)
I’l—l
bfl(il = Bycosy; ; br'igl = Bsing;.  (14)
Taking into account (12)—(14), (11) will be
rewritten in the following form:
. 2
Arl=1,r2=1[y(t) ' (p1C:| = exp(bl’2=1 - hr2:1)><
2n
x .[ exp{ By ((cosycosy¢ —sinyy singyg ) -
0

20‘21h 1C0SP1c } dogc - (15)

Values for uncondltlonal probability functionals
for the following options for transmitting discrete
parameters: =1 1, =0, =0 rb=1; L, =0 r, =0,
useful signal and interference obtained in a similar way:

An=1r,=0 [Y(1): o1c]= eXp(br2=0 - hrzzzo)x
2n

x I exp{By (oS yy cos gy —sin vy singyc )} oy ;
0
Arlzo,rzzl[y(t); (PZ(:] = exp(br2:1 - hr22=1)><
2n

x J' exp{B, (Cosy cos @ —sinyy sin @y ) jdosg ;
0

Ap=0,r,=0 [Y(t); (PZC] = eXP(er:O - hrzzzo)><

2n
x I exp{ B, (€O cos @y —sinyy sin @y ) —

0
20‘22h 0 €08 (ch}d(ch (16)

Let us write the uncondltlonal likelihood functional
in the general sense, taking into account (15) and (16)

Ag [Y(t);(Plc’(PZ(:] =
=exp {1 B2 1y (0-12) B0 - )
2n 2m

x| jexp{ 1By (COS Wy cos gy —sin g sin gy )+
0 0

+(1-1) By (COS Wy cos @y —sinyy sin @y ) —
n)(1-r)x

2
x022Np g COS Pac } deycdeye -

For an equally probable discrete parameter of the
useful signal the decision rule has the form:

rl* = reCt[Arlzl,rZ:O [y(t);q’lc} +Apo1r21 [Y(t);q’lc]_

_Ar1=0,r2=1[Y(t);(P2cJ —Aq=0,r,=0 [y(t);(PZC ﬂ , (17)
where rect(x>0)=1;

function.

Taking into account (15) and (16), the decision
rule (17) for the equally probable discrete parameter of
the useful signal:

rl* = rect [exp (br2=0 - hr22:o ) x

ngnexp{Bl(

2
—2r1r2a21hr2=1 COS Py — 2(1 -

rect(x<0)=0 - decisive

COS \y; COS P —Sin Yq Sin @y )} doyc +

s
2 . .
+exp (br2 a4 hrZ :1) J exp { By (cosycospy —sinyy singy ) -
0

2 2
_2a21hr2 _1C08P1¢ } deqc —exp (br2 9 hr2 =1) x
2n

X I exp { B, (0S5 cos oo —sin yy singye )} doye —
0
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2n
2 . .
—eXp(br2=0 - hr2:0 ) I exp {Bz (cosyp c08 Qe —sinyy sin gy ) -
0

—20; hrzz _0 COS Py } doye] - (18)

Equivalent and simplifying transformations
of the procedure for incoherent demodulation
of a useful signal with a FSK observed against
the background of strong similar interference

Change the variable of integration in (18) to
& =12 +1c 2c after which we get from (18):

2n
rl* = rect{exp(brzzo - hr22=0)[ _[ exp(Blcosg)dg_
0

2n

Jollis

20t22h o)COStpzc—b Sm(PZc}“PZc]_
0

21
—exp(b,z_l )[ | exp(B, cosg)de -

2n
0 2 kO . . (19
_j exp{(brslzl—2a21hr2:1)cosq)lc—brlzlsm(plc}d(plc” (19)
0

Introduce the notation similarly to (13), (14):
sO _ bsO
n=le = “Rp=

o= [0 (%)

0 0
bS = bs —2(122h

2(121hr 1 y

=0, r O’
2
s0 ko .
Bae = \/(br =0 e) +(br1:0) '
ka1 bkE)O
= arctg—— N, = arctg e
m=a ; 2 0
rl—le rn=0.e
whence follows
s0 . ko : .
br e = By co81y ; br1 1 = Biesinny ;
s0 . ko :
bIr —0 = B2eCOSM ; br1:0 = Byesinm,.

The decision rule (19) will have the following
form:

21
rl* _ rect[exp(brfo - hézo)[ j exp(By cos&)dg -
0

2n
- J. exp{Bye (COSM cos 9y, —sinmy sin gy ) jdey ] -
0

2n

—exp(er:l - hrzzzl)[ '([ exp (B, cos&)ds -

2n
_ f exp{Bye (oS Ty cos @y —sinmy sin gy )| gy J] . (20)
0

After replacing the integration variables in the
second and fourth integrals the decision rule (20) into
M2 +Pic 2c IS Obtained [11]:

= rect[exp( )[' 0(Bze) ]+
+exp(br2=1 —hrzzzl)[lo (Be)— 1o (B2 )]] '

where o (--+) — zero-order Bessel function.

We can see what

2 2
hrz =1,rp=0 >>1 hr =1,rp=0 >> hrlzl,rlzo

) =1" hr2 :]_)
0

exp(b |
exp(br2= hrZ:O) |r2:1 =0,
exp(b,rz:l—hr =1) |r2:0 =0,

2
exp(brzzo —hrZ:O) |r2=0 >>1.

Then the decision rule (21) can be replaced by an
asymptotically equivalent one:

rl* = reCt[(er:O _hézo)[IO(Bl)_ IO (BZe)ﬂ+
+rect[(br2:1—hrzzl)[lo(Ble)—IO(BZ)]]. 22)

The approximate decision-making procedure (22)
rl* is two-stage where at the first stage a decision is
made on which of the frequencies the interference is
emitted S (2, P15, 925.1 ).

If the interference energy significantly exceeds the
useful signal energy s; (1, ¢1c,95c.t ) then the value

(21)

rp=1 >>1;

rect(brz:l’rzzo— ) in (22) due to the small

rp=1,rp=0

- - *
influence of errors on the overall decision r, should be

replaced by one decision-making rule for coherent
(quasi-coherent) reception of the FSK signal [9,10]:

rs = rect(brz:l = br2=0) .
As aresult (22) will become:
N o= rect[rect(brzzo —br2=1)(51 —Bge )+

+rect<br2:1 ~by, g )( B — B, )J ,
where it is taken into account that the function g (x) is
monotonic at x> 0.

(23)

In the absence of interference S, (I, 915, 90,.t)

that is when h? o =0 the decision rule (21)—(23)

rh=1r=

degenerates into the classical rules of incoherent
reception of the FSK signal.

We will evaluate the interference resistance of the
received decision rule for the asymptotic case of an

unlimited increase in the average interference power
&) (rZa(P13’(P23’t) :

Assuming that the estimation errors of continuous
(Aot Agp,01p,) parameters and the discrete
disturbance parameter will approach zero, we obtain the

S
following expressions for br 1 brl=0

208



ISSN 2073-7394

Cucremu ynpaBiliHHs, HaBirarii Ta 38's13kKy. 2023, Ne 2

b;:l‘rzzl :i tf |:(AS[S +A21)C05(mlt+(p13)+n(t):|><

N
Oty g
2 2 .
xAPcos (ot + ¢y, )dt = 2hr1:1,s + 2a21hr2:1 c08(P1e =13 )+ Ny 3

brslzo‘rz=0 =Nio tjﬁ [(AS +A22)C°5(@2t+¢23)+“(t)}x
t

2
AS COS(wzt +(p23)dt = 2hl‘1:0,5 +

2
+2&22hr2:0 COS(([)ZC —(p23)+ Ny - (24)

It can be seen from comparison (23) and (24) that
under the above-mentioned assumptions (about the
absence of errors in the estimation of interference
parameters), the components in the correlation integrals

b;=1r2=0 generated by its presence are fully

compensated.
The noise components n,; and n,, remain the

same as for the classical case of incoherent reception of
the FSK signal.

Thus, the potential interference immunity of the
incoherent demodulation algorithm (21) of the FSK
signal, provided that the average power of such FSK

interference significantly exceeds the power of the
useful signal and there are no errors in the estimation of
its parameters, is the same as in its absence.

Conclusions

This procedure of incoherent demodulation of
mutually non-orthogonal digital signals with frequency
modulation has a number of advantages:

— provided that the average power of such
interference significantly exceeds the power of the
useful FSK signal and there are no errors in the
estimation of the interference parameters, the potential
(limit) immunity of the incoherent demodulation
procedure (23) is the same as in the absence of
interference;

— provided that the average power of such
interference significantly exceeds the power of the
useful FSK signal and there are no errors in the
estimation of the interference parameters, the potential
(limit) immunity of the incoherent demodulation
procedure (23) is the same as in the absence of
interference;

— this mathematical model of the procedure can be
used in the implementation of frequency resource reuse
programs and in the development of promising
interference-protected radio communication tools.
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HexorepeHTHMIA IpHiioM ABOX CHHXPOHHUX B32€MHO 3aBAKAI0YUX IM(POBUX CUTHAIIB
3 YaCTOTHOK MaHimyJisiniero

€. B. Ienemok, M. A. [lenos, b. A. Hikonaenko

AHoTanisi. Po3risHyTO CHHTE3 IPOLEIYPH HEKOTEPEHTHOI AEMOMYJIALIT IBOX CHHXPOHHUX B3a€MHO HEOPTOTOHAIBHUX
U(POBUX CHTHANIB 3 YAaCTOTHOIO MAaHIMyJIAMi€l0. 3a BiACYTHOCTI 3aBajyl IaHa IPOLEAypa BHPODKYETHCS B HPOLEAYPY
KIIACHYHOI HEKOT€PEHTHOI JIeMOIy ISl HHU(GPOBOr0 CHTHALY 3 YaCTOTHOIO MaHiImyssimiero. Ko MUTTEBA MOTYXHICTH OTHOTO 3
CUTHAJIIB 3HAYHO TEPEBUIIYE MUTTEBY MOTYXKHICTh 1HIIOTO, 3aBaJIOCTIHKICTh OCTAHHBOTO HAOJMKAETHCS IO 3aBaOCTIHKOCTI
MpUiAOMy B KaHaJll 3 aJUTHBHHM OLTAM raycoBUM IIyMoM Oe3 3aBaau. Llg mpouemnypa Moxke OyTH BUKOpHCTaHa IpH po3poOIi
MOJEMHHX KOMIICHCATOPIB, 110 3a0e3NeuyloTh MOBTOPHE BHKOPHCTAHHS PaIio4acTOTHOTO pecypcy, a TakoX MpU po3poori
MEPCIEKTUBHUX 3aBaJ03aXUIICHUX IPUCTPOIB Palio3B'a3Ky.

KawuoBi caoBa: panio3s's30k, IuppoBHil CUTHAN, HEKOTEPEHTHA AEMO/ YIS, YACTOTHA MOLYJISIIIIS.
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