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CODING TO REDUCE THE ENERGY OF DATA MOVEMENT

Abstract. The problem of reducing power dissipation in global interconnection lines while maintaining high
performance is considered in the paper. High switching activity leads to significant communication losses due to
communication capacitances between long lines. New byte-addressed non-volatile memory technologies, such as phase-
change memory, enable systems with large persistent memory, improving reliability and potentially reducing power
consumption. However, these technologies only support a limited number of write operations over the lifetime per cell, and
consume most of their power when the state of a bit changes during a write. Low power coding techniques are required to
reduce switching activity during device-to-device or on-chip communications. The purpose of the article is to develop a
method for constructing a set of unit distance codes, analyzing their characteristics and choosing codes that satisfy the
given properties. The address bus coding methods with the least switching activity are considered. To reduce dynamic
energy losses in the address bus and minimize communication losses between closely spaced lines, Gray code is used,
which has a number of disadvantages. Conclusions. The type of codes that have the same properties as Gray codes, i.e. unit
distance codes, is determined. A method for constructing a set of unit distance codes, analyzing their characteristics, and
choosing codes that satisfy the given properties has been developed. By using the entire set of codes, developers have more

choices than using only Gray codes, and this leads to better results.
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Introduction

Statement of the problem. Computer systems are
widely used in various fields of science and technology
in the construction of control systems, regulation,
transmission and processing of discrete information.

To ensure the required level of quality of their
functioning and reliability different approaches are
used: improvement of existing and organization of
fundamentally new systems, their hardware and
software, creation of algorithmic, hardware and
software, control and diagnostic support.

Modern processors are becoming increasingly
bottlenecked by the energy of moving data across
different levels of the memory hierarchy and between
different input-output devices, such as sensors and
specialized gas pedals.

Reducing power dissipation in global interconnect
lines while maintaining high performance is an ongoing
challenge for scalable CMOS technology.

Analysis of recent research and publications.
There are many approaches to reducing input-output
power consumption. These approaches fall into two
categories. The first consists of methods that optimize
the memory hierarchy and data organization to
eliminate input-output requirements in the first place.
The second category consists of methods that reduce
switching activity on buses [1, 2].

External input-output and associated buses are a
major contributor to overall system power consumption
[3, 4]. The input-output power consumption is in direct
relation to the product of the switching activity present
on the input-output by the average capacitive load of the
switching elements. In [5, 6], it was shown that the
capacitive load of the external input/output is several
orders of magnitude greater than that of the internal
switching nodes.

High switching activity leads to significant
communication losses due to communication
capacitances between long lines. The long lines of the

address bus are accessed very frequently. As a result of
these factors, the instruction memory address bus is
usually one of the most power-consuming components
of an embedded system [7, 8].

New non-volatile byte addressable memory
technologies, such as phase transition memory, enable
systems with large persistent memory, improving
reliability and potentially reducing power consumption.
However, these technologies support only a limited
number of write operations over the lifetime per cell and
consume most of their power when the bit state changes
during writes [9].

Consequently, low-power coding techniques are
required to reduce switching activity during device-to-
device or on-chip communication.

Various methods are used to encode the address
bus with the lowest switching activity. Gray's codes are
used to reduce dynamic energy [10, 11]. The use of
Gray's coding ensures that only one bit is switched
between consecutive addresses. Since access to
instruction memory is often continuous, the use of
Gray's codes not only reduces dynamic energy loss on
the address bus, but also minimizes communication loss
between closely spaced lines. However, Gray's code has
low balance and a large number of bit switches.

The aim of the article is to develop a method for
constructing a set of unit distance codes, analyzing their
characteristics, and selecting codes that satisfy the given
properties.

Presentation of the main material of the study

Gray codes are known as unit distance codes
(single-step or monostrophic). A unit distance code is an
unweighted code that changes only one digit position
when moving from one number to another in a number
sequence [12, 13].

The graph model of Gray's codes is a hypercube
graph. In graph theory, a hypercube graph Q. is a
regular graph with 2" vertices, 2"!" edges and n edges
converging to one vertex [14].
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A regular (homogeneous) graph is a graph with
degrees of all its vertices equal, i.e. each vertex has the
same number of neighbors.

Below we consider the hypercube graph Q, with
labeled vertices.

A labeled wvertex is additional information
associated with a vertex, which allows to distinguish it
from other labeled vertices.

For the considered problem numbering of vertices
will start from number "0" and each vertex will
correspond to n-digit binary code aia.. an, Where aj is 0
or 1. Two vertices (or points) of cube Q, are adjacent if
their binary representations differ only in one position
(one digit). Fig. 1 shows the graph of hypercube Qs,
binary codes of vertices and their notation.

Fig. 1. Hypercube Qsgraph

A path in graph G is an alternating sequence of
vertices and edges that begins and ends with a vertex,
each edge of the sequence is incident to two vertices, one
of which immediately precedes it, and the other
immediately follows it. The specified path connects
vertices Vo and vy, and it can be denoted by vovive...w. A
path in which all vertices are different is called simple. A
path in which, vo=v, is called closed (or cycle) and open
otherwise. A closed path is called a simple cycle if all its
n vertices are distinct and n > 3 [15].

A simple path passing through each vertex of the
graph exactly once is called a Hamiltonian path. A
Hamiltonian path differs from a Hamiltonian cycle in
that the start and ends of the path may not coincide,
unlike a cycle. A Hamiltonian cycle is a Hamiltonian
path. Any hypercube Q, with n > 1 has a Hamiltonian
cycle passing through each vertex exactly once.

The Hamiltonianness of a hypercube is closely
related to Gray's code theory. More precisely, there
exists a bijective correspondence between the set of n-
bit cyclic Gray codes and the set of Hamiltonian cycles
in the hypercube Qn. A similar property holds for
acyclic n-bit Gray's codes and Hamiltonian paths [16].

In terms of graph theory, the problem of
constructing a set of unit distance codes is reduced to
constructing a set of Hamiltonian paths (cycles) in a
hypercube.

To construct a set of Hamiltonian paths in graph
Qn an algorithm was developed, which was described
using the following notations:

U - path to be formed,

L(U) - length of path to be formed,

U(i) - number of vertex at the i-th place in the path U,

v—U means writing the vertex v into the path U,

O(v) - neighborhood of vertex v - set of vertices
adjacent to vertex v,

A(v) = {v3,...,v%} is the set of active vertices in
the neighborhood of vertex v. A vertex is called active if
it is not included in the formed path U,

e is the number of active vertices,

B = {Bs, ..., Bs} - set of promising initial paths (for
further consideration),

s - number of promising initial paths,

d - current number of initial paths,

Bi — B means writing path Bi to the set of
promising paths B,

R ={U,...,Uq} is the set of formed Hamiltonian
paths,

q is the number of formed Hamiltonian paths,

U — R means the entry of a new formed path,

t is the current number of the vertex in question.

The algorithm for constructing Hamiltonian paths
in graph Qn consists of the following steps:

1.g=0.

2.d=0,5=0.

3.d=d+1.

4. U=Bq.

5. t=L(V).

6. Determine the neighborhood of vertex O(v), v=U(t).

7. Define the set of active vertices
AV) = {v,...,V%}

8. 1fe =0, go to step 13.

9. Write the vertex val into the generated path:
Val — U.

10. Ife=1, go to step 6.

11. Form new prospective initial paths:

§=s+j, V4 > Bs, Bs— B, j=1,...,e- 1.

12. We proceed to step 6.

13. If L(U) = n, then a new Hamiltonian path is
formed. Write it down: g =g+1; U — R.

14. If d = s, then the end of the algorithm.

15. We choose the next promising initial path: go
to step 3.

Table 1 shows an example of the algorithm's work,
Table 2 shows the process of selecting vertices during
the algorithm's work.

Table 1 — An example of algorithm work

d| U t [O(V) [A(V) [ V& |s Bs
0|0 0124 | 124 |1 1 02
2 04
01 1135 35 3 3 015
013 3127 |27 2 4 0137
0132 21036 |6 6
01326 6 | 247 | 47 4 5 013267
013264 4 105 |5 5
0132645 51147 |7 7
01326457 | 7 | - - -

102 2113 |35 3 6 026
023 3 127 |17 1 7 0237
0231 1103 |5 5
02315 51147 | 47 4 8 023157
023154 4 105 |6 6
0231546 6 1247 |7 7
02315467 | 7 | - - -

2104 4 |1 056 | 56 5 9 046
045 51147 |17 1 10 | 0457
0451 1103 |3 3
04513 3 127 |27 2 11 | 045137
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045132 2103 |6 6 4 | 0137 7 |35 | 56 5 14 | 01376
0451326 6 | 247 |7 7 01375 51147 |4 4
04513267 | 7 | - - - 013754 4 105 |6 6
3 1015 5147 | 47 4 12 | 0157 0137546 6 1247 |2 2
0154 4 1056 |6 6 01375462 | 2 | - - -
01546 6 | 247 | 27 2 13 | 015467 5 | 013267 713% |5 5 -
015462 21036 |3 3 0132675 51147 |4 4 -
0154623 3127 |7 7 01326754 | 4 | - - -
01546237 | 7 | - - -
Table 2 — Selection of vertices during the work of the algorithm
Hamiltonian path number
Nv |1 [2 [3 J4 |5 ]6 |7 I8 Jo J1o J11 J12 [13 [14 [15 [16 [17 [18
1 0
2 1 2 4
3 3 5 3 6 5 6
4 2 7 |4 7 |1 7 |4 7 1 7 2 7
5 6 5 |6 3 |5 6 |5 3 3 6 3 5
6 4 |7 [4 |12 |7 |2 [4 |7 |4 |1 7 1 2 7 2 1 7 1
7 5 |5 |6 |3 [3 |6 |6 [6 |5 |3 3 5 6 6 3 5 5 3
8 7 14 |2 |7 [2 |4 |7 |4 |1 |7 1 4 7 2 1 7 1 2

For all code variants the corresponding binary matrix

Table 3 — Hamiltonian paths and their characteristics

is formed, the number of changes in the values of each

variable (bit) in column h; is determined as follows:

k
hi = Z (Xi,j—1®xi,j)’ i= 1,..., n, (l)

i=2

where n is the number of digits of the binary code (the

number of matrix columns), k - the number of binary sets

(the number of rows of the binary matrix), X; - the i-th

binary code, Xi = {Xiz1...xin}, where Xi1...xin - bits of the i-th

binary code. The balance of code C is defined as follows:
n
n
c:Zi hy .(ijlhj )/n ‘
1=

Table 3 shows the Hamiltonian paths (U) for vo=0
and the balance (C) of the corresponding binary code
obtained with the above algorithm.

The analysis of the obtained unit distance codes
given in the table shows that the set of codes consists of
acyclic n-bit codes and corresponding Hamiltonian
paths as well as cyclic n-bit codes and corresponding
Hamiltonian cycles in the hypercube Qn. Fig. 2 shows
examples of cyclic and acyclic codes. Depending on the
balance value of the C code and the number of changes
of values of each variable H = {hy, ha,..., h,}, the set of
unit distance codes can be divided into three classes.

)

Table 4 - Binary codes and their characteristics

No U C No U C
1 01326457 2.7 10 02645137 2.7
2 01326754 3.3 11 02645731 3.3
3 01375462 1.3 12 02673154 1.3
4 01546237 2.7 13 04513267 2.7
5 01546732 3.3 14 04513762 3.3
6 01573264 1.3 15 04576231 1.3
7 02315467 2.7 16 04623157 2.7
8 02315764 3.3 17 04623751 3.3
9 02376451 1.3 18 04675132 1.3
O D)
(9—(5)
® @
(2 3

Fig. 2. Example of an acyclic and cyclic path

Table 4 shows decimal equivalents of binary codes
(D), position code (Bin) and representatives of codes of
each class (Ui, Uz, Usz) and their characteristics. It
should be noted that Gray code belongs to the second
class.

Do Bin D. U1 Dy U2 Ds Us
X1 X2 X3 X1 X2 X3 X1 X2 X3 X1 X2 X3

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1
2 0 1 0 3 0 1 1 3 0 1 1 3 0 1 1
3 0 1 1 2 0 1 0 2 0 1 0 7 1 1 1
4 1 0 0 6 1 1 0 6 1 1 0 5 1 0 1
5 1 0 1 4 1 0 0 I 1 1 1 4 1 0 0
6 1 1 0 5 1 0 1 5 1 0 1 6 1 1 0
7 1 1 1 7 1 1 1 4 1 0 0 2 0 1 0
H 1 3 7 1 3 3 1 2 4 2 3 2
C 6.7 2.7 3.3 1.3
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Conclusions and prospects
for further research in this area

Technological trends and especially portable
applications are driving the search for integrated circuits
with low power consumption. Solutions are sought that
include algorithmic, structural, or physical transformations.

Address bus coding methods with the lowest
switching activity are considered. Gray's code, which
has low balance and a large number of bit switches, is
used to reduce dynamic energy losses in the address bus
and to minimize communication losses between closely
spaced lines. A type of codes with the same properties

as Gray codes, the unit distance codes, has been defined.
We have developed a method for constructing a set of
unit distance codes, analyzing their characteristics, and
selecting codes that satisfy the given properties. By
using the whole set of codes, developers have more
choices than when using only Gray codes, and this
allows to get better results in terms of branching,
propagation delays, power consumption or other related
limitations when designing digital systems.

Further research in this direction: developing a
method for classifying codes with respect to a given
group of transformations, compiling catalogs of typical
representatives, and constructing code converters.
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KoayBaHHs 1151 3MEHIICHHS eHeprii pyXy JaHHX
B. B. Spemenka, B. B. Kocenko

AHoTaniss. Po3risHyro npoGiieMy 3MEHIIEHHS pPO3CIIOBaHOI MOTYXHOCTI Yy TJIOOAIBHHUX JIiHIAX MiK3'€[HAHb 3a
30epeKeHHs] BUCOKOI NMPOIYKTUBHOCTI. Brcoka koMyTaliilfiHa aKTHBHICTh HPH3BOAWTH 10 3HAYHHMX BTPAT 3B'I3KYy 4Yepe3 €MHOCTi
3B'I3Ky MDK JOBI'MMH JIiHissMI. HOBI TeXHOIOTII eHeproHe3alie:KHOT maM'siTi 3 0alTOBOIO ajpecalliero, Taki SK maM'saTh i3 (Ha3oBHM
MEePEeX0/IOM, JO3BOJISIOTH CTBOPIOBATH CHCTEMH 3 BEJIMKOK IOCTIHHOW MaM'sATTIO, IJBMIIYIOYM HAAiffHICT Ta MOTEHI[HHO
3HIDKYIOYH €HeprocnokiBaHHs. OIHAK I1i TEXHOJIOTIT MATPHMYIOTH JIHIIIe OOMEKEHY KUIBKICTh OIepariiif 3aIcy IpoTsAroM YChOTo
TEpMiHy CITy»KOM Ha KOMIpKY Ta CIIOKHBAIOTH OLIBIIY YaCTHHY CBO€I MOTY)KHOCTI TPH 3MiHi CTaHy Oita mix dac 3amucy. s
3HIDKEHHSI KOMYTAIiHOI aKTHBHOCTI ITiJ Yac 3B'I3Ky MDK MPUCTPOSMHU a00 Ha KPHCTa MOTPiOHI METOIM KOIYBAaHHS 3 HHU3bKUM
€HeprocroXrnBaHHsaM. MeTa cTaTTi: po3pobka MeToay moOyIoBH Oe3midi KOIiB OAMHUYHOI BiZICTaHi, aHaJl3y X XapaKTepHCTHUK Ta
BHOOpY KOMIB, IO 3aJOBOJILHSIOTH 3a/laHi BJIACTUBOCTI. PO3MIHYTO METOOM KOAYBaHHS aapecHoi IIMHH i3 HailMEHIIO
KOMYTAaliffHOIO aKTHBHICTIO. [IJsl 3MEHIICHHs [MHAMIYHUX BTpaT eHepril B ajpecHii IMHI Ta MiHiMi3amil BTpar 3B'SI3Ky MiK
OJIM3BKAMH JIIHISIME 3aCTOCOBYIOTH KOZ ['pest, sIkuii Ma€e psii HeqoiKiB. BU3Ha4eHO BU KOAIB, IO MAFOTh Ti K BIACTHBOCTI, IO i
xomu ['pest - komu omuHUYHOI BifcTaHi. Po3pobieHo MeTox moOynoBy 6e3iivi KOIIB OMMHUYHOI BiJICTaHi, aHAJI3Y iX XapaKTepHCTUK
Ta BUOOPY KOJIB, IIO 3a/I0BOJIBHSIOTH 33JaHMM BIACTUBOCTSAM. 3aBISKH BHKOPHCTAHHIO BCi€] MHOXKHHH KOZIB Y PO3POOHHUKIB €
OlybIIe BapiaHTiB BHOOPY, HiX IIPU BUKOPHCTAHHI TUTEKH KoAiB I'pes, 1 Iie J03BOJIsIE OTPUMATH KpaIlli pe3yJIbTaTH.

KawuoBi cnoBa: kox I'pest, komyraliiiHa aKTHBHICTE, Tineprpad, eHeproHe3aeKHa Iam'1Th.
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