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Abstract. A method for calculating the bandwidth of the cloud component of a distributed multiservice network is
proposed. Which takes into account the probabilistic characteristics of the link of the first and second orders. At the
preliminary stages, the probability of packet loss within the network link is calculated. An analysis of the queues of switching
nodes of communication with the cloud is also carried out. Consistent application of the method will allow to estimate the
probability of losses for different network users. It will also make it possible to determine the rational loading of network links
with the aim of optimal distribution of network resources. The obtained results can be applied directly in the design of a
distributed multiservice network. In it, user access to the link resource can be either unlimited or limited with the introduction
of link resource reservation for priority classes of users. And also for the design of a distributed multiservice network in which
users are provided with fixed bit rates of information transmission. The direction of further research is the extension of the
method for a distributed multiservice network, in which some of the links are dependent. It is planned to develop an algorithm
in which calculations for the cloud component of the network can be performed in parallel.
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Introduction

Statement of the problem and analysis of the
literature. The problems of integrating various types of
communication, including information, system and
network aspects, have been the most relevant in the field
of telecommunications for a number of years [1].
Today, there is an expansion of user needs in new types
of communication with high speeds of information
transfer. This requires significantly higher throughput
values. Such requirements have led to the fact that at
present many network operators have begun the
transition to distributed multiservice networks that
implement the second level of integration and users of
distributed types of communication: audio, video, data
transmission, multimedia, etc. To date, intensive
research is being carried out in the field of the theory of
construction and operation of a distributed multiservice
network [2, 3]. Among the complex of problems solved
in this area, one of the main ones is the problem of
optimal, from the point of view of distribution of
network resources, building a switching node.

The integration of various types of communication
in an extensive multiservice network in the system aspect
is based on ATM technology as a secure method of
information transmission regardless of its source and uses
the principle of asynchronous time multiplexing [4, 5].
All kinds of information are displayed in standard forms
of fixed length packets (ATM cells). These packets in an
asynchronous mode, by the method of statistical
multiplexing, bequeath the transmission medium. In a
divided multiservice network, packet switching is
networked over virtual circuits. Information packets
arriving via statistically compacted input lines for take-
offs with a cloudy component should be redistributed on
similar output lines. This operation is carried out in the
mode of fast switching of packets using various means of
switching: multilink switching systems, a common bus or
memory, switching tori, etc. However, the fundamental
problem in creating a distributed multiservice network is
the problem of ensuring the rational use of its resources

and the required quality of user service [6-11]. The
solution of this problem requires, first of all, the
development of a method for calculating the throughput
of a distributed multiservice network and assessing the
quality of user service. Given the structural complexity of
a distributed multiservice network, it is advisable to first
solve this problem with respect to the cloud component of
a distributed multiservice network. With this method at
hand, the throughput of the entire network can be
calculated.

The purpose of the article is to develop a method
for calculating the throughput of an individual link in a
distributed multiservice network. Such a network takes
into account the probabilistic characteristics of the link
of the first and second orders, multiservice factors and
traffic structure, as well as the effect of link resource
reservation as the most promising method for managing
the distribution of resources of a distributed
multiservice network.

1. Loss probability calculation packets
within a distributed multiservice network link

Depending on the selected means of switching of a
distributed multi-service network, when using fast
switching of packets (there are situations when a packet
cannot be immediately transmitted to the outgoing line
due to the current transmission of another packet on this
line and must wait for the appropriate moment of
transmission in the ferry, which is designed to store L
packets. If the buffer overflows, then packet loss is
possible, i.e. packets are serviced at the fast packet
switching node by a lossy and waiting mass service
system.

Consider the problem of estimating the probability
of packet loss in a multistage fast packet switching
system by defining its basic switching element as an
element of n inputs with capacity buffers Li and m
outputs, which are inputs to the switching system of fast
packet switching. The structure of the fast packet
switching system can be different (Fig. 1), while if the
system has S cascades, the virtual transmission channel
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Fig. 1. Three-stage fast packet switching system

Packet losses in this model occur when any buffer
overflows. Since packet losses are possible when the
buffer is connected through the CS to one of the lines
flowing from the basic switching element, the
estimation of the probability of losses in the basic
switching element can be reduced to the calculation of
the probability of losses in a single-line mass service
system with a buffer of finite capacity. Since all packets
have the same length and the law of the arrival of
packets in the mass service system is arbitrary, using
Kendall's notation [5], the basic switching element of a
link of a distributed multiservice network can be
considered a mass service system of the form

Gl L) .

Let the incoming load be given by the load
intensity A and the dispersion coefficient kp
(kD=az//l,o—2 dispersion). Approximate this
system with a single-channel system M/D/1/L, with
Poisson load and L, waiting places, the probability of
losses in which is defined as [2]:

Pa=1-(2+R) ", 1)
where the stationary probability of the absence of

processed packets P, in the link is determined using the
system of Kolmogorov equations [1]:

P =(ko) | P —kjpo—zl:(km—lpu) :
i-1 )
kj=(iy " ale

Consider a Poisson unilinear system M/D/1/L, .

Let's select such a number of waiting places in it L, , at

which the system at the load intensity A will have the

same probability of loss as the system M/D/1/ L%S) . At

the same time, the probability of losses in this system is
equal [2]:

Pu = A (Pﬁ+,1(1—/1LA)(1—A)‘1) )

where P;; — the probability of loss, which is

determined by the first Erlang formula at the capacity of
the bundle of channels V = 1 and loads A.

Accepted Py = P, and using expressions (1) and
(3), possible from the system M/M/1/L, go to system
M/D/1/ L, , which at the same intensity will have the

same losses.
System M/M/1/L, can be used to approximate the

probability of losses in the system GI/M/1/L, by using
kp - Witt's approximations [8], according to some
imaginary behavior of the N-linear system GI/M/N/Lp
at large loads can be roughly described by the Poisson
system, which receives the load A, =1/ w?, servised

Veq =V /| devices and has Leg = L%s) | waiting
places, where:

poKo-1+C. o Akp-U

= , 4
C )ka +U ( )

and the values of the parameter U, which can be
determined by the linear regression method, are in the
range from 0,2 to 0,9 Erl. After transformations of
expressions (1)—(4) we get

La/
Pa= (ﬁeq) A
©®)
La/w+1 -1
<Pt 4 AT (- ]
E(ﬂeq'veq) (ﬂeq) ( ﬂeq)
where the probability of losses on the beam

Vog =V /w® P
* (eq Veq
the integral representation of Erlang's formula [8]:

): P(/leq,veq) calculate using

P(AV)=AY (e*r(v +1,A))71, (6)

I'TV +1, A) — incomplete gamma function equal to the
value of the definite integral

o0
T(V+1A) = [e'tdt,

A
after representing which as a continued fraction and
substituting the result into expression (6), we obtain the
following recurrence relation for calculating the value
of the beam loss probability:

_ ﬂeq _Veq/(l"'ei)

F‘I(ﬂeq'Veq)—T’

where 6, =0; 6_; = i(’leq +(i _VGQ)(lJrei )_1)_1'

The probability of losses defined in (3) can be used
to approximate the probability of losses in the system

GI/D/1/ L), with load (4, kp ), that comes.

Analysis of expressions (3) — (6) allows us to
conclude that the probability of packet loss for a fast
packet switching system significantly depends on the
incoming load dispersion coefficient, especially with
small losses. Even a relatively small increase in the
dispersion coefficient kp leads to a sharp increase in

118



ISSN 2073-7394

CucTemu yrpaBiiHHS, HaBiramnii Ta 3B's13Ky. 2022. Ne 4

packet loss in the system (Fig. 2), and failure to take into
account the second load moment when designing fast
packet switching nodes can lead to a sharp deterioration
in the quality of service in conditions where the incoming
load is even slightly different from Poisson.

2. Analysis of queues of switching nodes
of communication with the cloud of a link
of a distributed multi-service network

A cloud communication node is a managed buffer
that receives packets from packet generators. The
application of statistical multiplexing is possible only
when switching to an asynchronous method of
information transmission, which allows you to take into
account the statistical features of digital streams created
by individual classes of users, and to carry out statistical
compression of the transmission path. Organization of
user access to a common communication channel
through a multiplexer leads to the need to solve the
following problems:

— building a classification of users according to
the structure of the load created by them;

— evaluation of the transmission speed provided
to a given group of users of different classes, necessary
to guarantee the standardized quality of service, which
is expressed in terms of the probability of packet loss
and their delay;

— creation of a user load management procedure,
which includes the following two parts:

o individual management — monitoring the load
of an individual user and checking its compliance with
the declared class, as well as smoothing this load so that
changing its parameters does not have an excessive
impact on packet losses of other users;

o integrated management - connection
management, i.e. the procedure for making a decision
on whether another connection can be established and
whether it will not lead to an increase in packet losses
and/or delays beyond the norm.

A
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Fig. 2. The impact dispersion coefficient analysis
of on the packet loss probability

If T — average active period of the source, A, -

intensity of packet generation in the active station S —
average length of pause between periods of activity, D —
the duration of deterministic service in a fictitious mass
service system, then the burst rate (the ratio of the
maximum intensity of the arrival of packets to the
average) is calculated as

B:(T+Ap)/Ap.

With sufficient storage capacity, the average
intensity of the flow of packets that have already been
served by the mass service system can be taken as equal
to the intensity of their arrival, i.e. equal to

/1(T+Ap)/Ap.

On the other hand, during busy periods, packets
leave the system with an intensity of 1/D. By marking
the relevant packet flow characteristics as
TiyB: AL Sipe» Bigg and additionally accepting the

condition that during periods of activity the source
generates packets after a deterministic time, we obtain:

TLzB =Tﬂ,D, ALzB =1/ D,
SLZB =S+T (1—/1D), BLEB = B/ﬂD,
and the average waiting time is
W g =T (4T -1)2.

From this it can be seen that the pulsating flow is
smoothed out if the service rate is less than the packet
generation rate in the user's active state.

If TI(z)=ay+az+...+a,2" (n — the maximum

number of established connections) — the generating
function (GF) of the number of packets arriving per
clock (the time of sending one packet to the channel) is
chosen so that at least the first moments of the total
number of packets generated by all sources during the
time period characteristic of the period are equal -dual
changes in traffic intensity.

For the average time interval between the
beginnings of two periods of activity, and if the storage
for cells has unlimited capacity, then a fairly accurate
estimate from above of the average waiting time W is
equal to

W= ng[%ﬁ](l‘[(z)/(2p(l—p))); p=11'(1);

GF distribution of packet waiting time is calculated as
M(z)-1
and GFdistribution of the queue
multiplexer has the following form:
Q(2)=(-p) LY.

z-TI(z)

W(z)=(1-p)

length in the

Substitute the II(z) in the expression (4), it is possible
to obtain a recursive procedure for calculating the queue

length distribution (q; =P{¢ =i}, ¢ — a random value
characterizing the length of the queue k > 1):
Qo(z)=Qp(2); qp =Qq(0);
Qu (2) =(Qu-2(2)— 1)/ z: A = O (0),

type of distribution of the number of packets in the
gueue with limited storage capacity L
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and the probability of packet loss is equal to

Pem =1—(1—Qc()L) )/P

and on the value Py, are strongly influenced by the

correlation properties of the incoming flow, and the best
way to estimate the effect of the correlation of the flow
on the probability value is to choose when defining I1(z)
this duration interval as characteristic.

3. Bandwidth estimation links
of a distributed multiservice network

Studies have shown that the bandwidth of a
distributed multiservice network depends on many
factors, the main of which are:

- number of user classes (number of load sources);

- the size of the bandwidth of the transmission bit
rate, necessary to serve the requests of different classes
of users;

- the nature of the change in the transmission bit
rate band over time (load sources with CBR (constant
bite rate) or VBR (variable bite rate));

- an adopted application access control procedure
(in ATMs, this is Call Admission Control).

Only taking into account the entire set of factors
allows you to estimate the network throughput, in
particular, the probability of packet loss for certain classes
of users, that is, to build a vector of packet losses. Due to
the structural complexity of a distributed multi-service
network, it is expedient to solve the problem of calculating
the probability of losses first on one link. Analyzing a link
of a distributed multiservice network, it is assumed that
each class of users creates an incoming load, having M; —
the number of transmission bit rate bands required to serve
users of the class K;. The method of calculating the
bandwidth of a link of a distributed multiservice network
consists of two stages. At the first stage, all traffic sources
are replaced VBR on sources of equivalent traffic CBR.
Equivalence is understood relative to the preservation of
value P, — the probability of package losses. The
replacement of sources is reduced to the recalculation of
the bandwidth of the transmission bit rate. Equivalent
transmission bit rate bandwidth for the i-th class of users
with VVBR traffic at a given probability P, [6] defined as

k(Pa)=z(Pa)M[c]+n(Pa)D[c]/CL =
= 2(Pa)M[s]+n(Pa)M[s](h-M[c])/Cy,

where C, - transmission speed on the link; h — the
maximum bit rate bandwidth value of the i-th user class
for the normalized bit intensity of the load generated by
this user class; M][g],D[g] - respectively, the
mathematical expectation and dispersion of a random

variable characterizing the moments of the probability
distribution of the bit rate bandwidth over time;

2(Pa).m(Pa) — coefficients depending on the

probability of packet loss. The values are determined for
different classes of users experimentally, while the
mathematical expectation is determined not directly, but
through burstiness B, which is the most important
characteristic of the transmitted information, which
significantly affects the bandwidth of the link and the
entire network, case B =1 corresponds to a constant rate
of information transfer). In a link of a distributed
multiservice network, the information transfer rate is a
random process r(t). Due to physical reasons, there is
always a limit to the maximum allowable transfer rate:
Trnax tggﬁ]r(t)v

where T — given time interval in which the average
speed of information transfer is equal to

T
1
e :?Jr(t)dt:rmaX/B
0

The second stage of the method includes the
calculation of the probabilistic characteristics of the link,
taking into account the equivalent replacement of the
transmission bit rate bandwidth performed at the first
stage. According to the statement of the problem, the
method is developed for two strategies of link resource
management - in the absence of bandwidth reservation of
the transmission bit rate and in its presence.

Let's consider strategy 1, when the access of users to
the link resource is not limited and there is no bandwidth
reservation of the transmission bit rate. The probability
distribution of the number of simultaneously occupied
transmission bit rate bands on the link has the form [7]

i!]_l[ﬂ(j—l)i/*
ﬁ JlZA

j=1

. 8

f(X|X€[O,V];XEZ>

ol M<
X‘H

If all link users have unlimited access to the link
resource, then the link is a fully accessible bundle and,

therefore, wu(j)=1 Vje[OV];jeZ, that is, the
probability of packet loss on the link for users of the i-th
class can be calculated as

v

A= 2

X=V —M;+1

f(x), ielU. (9)

The second strategy involves the introduction of
reservation of link resources for some classes of users.
The probability distribution of the number of
simultaneously occupied bit rate bands on a link of a
distributed multiservice network has the following form

(xeZ,xe[0V]) [9]:

120



ISSN 2073-7394

CucTemu yrpaBiiHHS, HaBiramnii Ta 3B's13Ky. 2022. Ne 4

where coefficient 7(C) takes on non-zero values
(7(C)=1) with positive values C. Similarly, (9) the

probability of packet loss on links for users of the i-th
class is calculated on the basis of distribution (10):

V -
Zx:v—Mi+1 fi(x), ielU.

The proposed method allows constructing an
algorithm for calculating the bandwidth of a distributed
multiservice network link, taking into account the
probabilistic characteristics of the first and second orders.
Consistently applying this algorithm for implementing
the calculation of throughput for individual network
links, it is possible to estimate the probability of losses for
different classes of network users from “point to point”,
as well as determine the throughput and allowable load of
the links of a distributed multiservice network, that is,
rationally distribute network resources.

(1)

Conclusions

The article considers a two-stage method of
calculating the bandwidth of a separate link of a
distributed multiservice network. At the previous stages,

the probability of packet loss within the network link and
the analysis of the queues of switching nodes
communicating with the cloud are calculated. At the first
stage, VBR traffic sources are replaced by similar CBR
traffic sources, and the probabilistic characteristics of the
link of the first and second orders are taken into account,
the second stage is the final one. Consistent application of
the method will make it possible to estimate the
probability of losses for different network users, to
determine the rational loading of network links with the
aim of optimal distribution of network resources.

The obtained results can be applied directly in the
design of a distributed multi-service network, in which
the access of users to the link resource can be either
unlimited or limited with the introduction of reservation
of link resources for priority classes of users, as well as
for the design of a distributed multi-service network , in
which users are provided with fixed bit rates of
information transmission. The direction of further
research is the extension of the method for a distributed
multi-service network, in which part of the links are
dependent, and the development of an algorithm in
which calculations for the cloud component of the
network can be performed in parallel.
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Mertoa po3paxyHKy NpONyCKHOI 31aTHOCTI XMapHOI KOMIIOHEHTH PO3MOAiIeH0I MyJILTHCEPBICHOI Mepeski
A. M. ®inorenxko, I'. I. Monuanos, O. M. bensopin-Eppepa

AnoTtania. I[lponoHyeTbcsi MeTOJ pPO3pPaxyHKy MPOIYCKHOI 3HaTHOCTI XMAapHOi KOMIIOHEHTH  PO3IOiJICHOI
MYJIBTUCEPBICHOT Mepexi, BPaxOBYIOUHMH IMOBIPHICHI XapaKTepPHCTHKH JIAHOK XMapH MEpIIOro Ta apyroro mopsakiB. Ha
MOTIePeIHIX eTanax MPOBOJMUTHCS PO3PAXyHOK WMOBIPHOCTI BTPAaTH MAaKeTiB y MeKax OKPEMOi JIAHKM XMapy Ta aHaji3 4epr Ha
KOMyTAIliHUX BYy3llax 3B’s3Ky i3 xMmaporo. [TocmiioBHe 3aCcTOCYBaHHS METOAY IO03BOJISI€ MPOBECTH OLIHKY HMOBIpHOCTi BTpaT
JUISL PI3HUX KIIACiB KOPUCTYBadiB Mepexki, BU3HAUUTH palliOHalbHE 3aBaHTKEHHS JIAHOK XMapH 3 METOI0 ONTHMAalTbHOTO
posmofiny xMapHHX pecypciB. OTpuMaHi pe3ynbTaTH MOXKHA 3aCTOCYBaTH Oe€3MOCEpeAHBO MPH MPOCKTYBAaHHI XMapHOL
KOMIIOHEHTH MYJIBTUCEPBICHOI PO3MOALICHOT Mepexi, y sIKiii JOCTyll KOpHUCTYBadiB 0 XMapHOTO pecypcy Moxe OyTH abo
HEOOMeKeHUM, ab0 OOMEKEHHM i3 BBEACHHSIM Pe3epPBYBaHHS PECypCiB Ui MPIOPUTETHUX KIIACIB KOPUCTYBAUiB, a TAKOX IS
MPOEKTYBaHHS XMapHO! KOMIIOHEHTH MYJIbTHUCEPBICHOI PO3MOALIEHOT Mepexi, y sIKiii KOpHcTyBadaM [Uisi 0OMiHY i3 XMaporo
HamarThes (ikcoBaHi 6iTOBI MBUAKOCTI nepenadi iHdopmariii. HampsMok mogagpumx I0CHiHKeHb — PO3LIMPEHHS METOLY UIs
Mepex, Y SKMX 4aCTHHA JJAHOK XMapHUX KOMIIOHEHT € 3aJIeKHHMH, Ta pO3pO0Ka alropuTMy, Y SIKOMY PO3PaXyHKH IS OKPEMHX
JIAHOK XMap¥ MOXYTb BUKOHYBAaTHCS MAPaJIEIIBHO.

Kaw4yoBi ciioBa: posmojijieHa MyJIBTHCEpBICHA Mepe)ka, XMapHUH KOMIIOHEHT, KOMYTAI[iMHHN BY30J1 3B’SI3Ky i3
XMapolo, MPOIYCKHA 3/IaTHICTh, IMOBIPHICHI XapaKTEPUCTHKH, JJAHKa MEPEXi, MEPEKEBI PECYPCH.

121


javascript:void(0)
https://doi.org/10.20998/2522-9052.2018.2.20
https://doi.org/10.20998/2522-9052.2018.2.20

