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DALL-E, Stable Diffusions, or GPT-3, anyone with

APPLICATION OF GENERATIVE DIFFUSION MODELS
IN DIGITAL IMAGE CREATION

Abstract. There’s been a significant surge in the popularity of generative networks over the last year. With public releases
of such advanced models as DALL-E, Stable Diffusions, or GPT-3, anyone with modest, run-of-the-mill hardware can dabble
in machine learning [3]. Diffusion models are inspired by non-equilibrium thermodynamics. Diffusion models are a
subcategory of likelihood-based models. They are known to offer reliably scalable, high-fidelity images while retaining a
stationary training objective. These models generate samples by graduallyremoving noise from a signal, and their training
objective can be expressed as a reweighted variationallower bound [2]. This class of models already holds the state-of-the-
art [6] on CIFAR-10 [3], butstill lags behind GANs on difficult generation datasets like LSUN and ImageNet. Nichol and
Dhariwal [4] found that these models improve reliably with increased compute, and can produce high-qualitysamples even
on the difficult ImageNet 256x256 dataset using an upsampling stack. However, theFID of this model is still not competitive
with BigGAN-deep [5], the current state-of-the-art on thisdataset. Even more, these models are capable of producing an
infinite amount of unique, high-quality images, human-like speech, and realistic music, indistinguishable from human-made
ones at the first glance. The popularity of generative models has grown rapidly. Likelihood-based models might provide
better performance in comparison to GANSs. Diffusion models are a promising new category of likelihood models. Disco
Diffusion is a combination of CLIP and ImageNet models. It can generate digital art based on text prompts. Numerous
applications are possible for this model, such as the creation of video, animation and image content. Several distinctions have
to be considered when choosing Disco Diffusion over GAN.

Keywords: GAN, generative adversarial networks, artificial intelligence, non-equilibrium thermodynamics, diffusion
models, digital art, ImageNet model, WordNet.

modest, run-of-the-mill hardware can dabble in machine
learning [3]. Even more, these models are capable of
producing an infinite amount of unique, high-quality
images, human-like speech, and realistic music,
indistinguishable from human-made ones at the first
glance.

Introduction
There’s been a significant surge in the popularity of

With public releases of such advanced models as
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Fig. 1. Search trends over the last 5 years

No doubt, there is still much room for improvement
beyondthe current state-of-the-art, and better generative
models could have wide-ranging impacts on
graphicdesign, games, music production, and countless
other applications [1]. These models are created on the
shoulders of their predecessors — GAN (Generative
adversarial networks) and while those provide highly

impressive results, the drawbacks of using GANs may
prove to be too much when applied to other, yet
unexplored domains. As an alternative, recent research
on the usage of diffusion models was conducted to
achieve the levels of quality that GANs possess, while
evading the problems such as:
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— lack of diversity, where GANs often perform
worse than likelihood-based models;

— difficulties in scaling;

— difficulties in training, where GANs may often
collapse if the selection of hyperparameters and
regularizers proves to be of insufficient sophistication [6].

However, much work has been done to achieve
GAN:-like sample quality with likelihood-based models
and, while these models capture more diversity and are
typically easier to scale and train than GANS, they still
fall short in terms of visual sample quality. Furthermore,
except for VAEs, sampling from these models is slower
than GANSs in terms of wall-clock time [4, 10].

Diffusion models are inspired by non-equilibrium
thermodynamics. Diffusion models are a subcategory of
likelihood-based models. They are known to offer
reliably scalable, high-fidelity images while retaining a
stationary training objective. These models generate
samples by graduallyremoving noise from a signal, and
their training objective can be expressed as a reweighted
variationallower bound [2]. This class of models already
holds the state-of-the-art [6] on CIFAR-10 [3], butstill
lags behind GANs on difficult generation datasets like
LSUN and ImageNet. Nichol and Dhariwal [4] found that
these models improve reliably with increased compute,
and can produce high-qualitysamples even on the
difficult ImageNet 256x256 dataset using an upsampling
stack. However, theFID of this model is still not
competitive with BigGAN-deep [5], the current state-of-
the-art on thisdataset.

The main part of the article

This particular model, Disco Diffusion, is an
amalgamation of OpenAl’s ImageNet model combined
with CLIP. Such conjunction allows us to connect text-
based prompts with pictures, creating a fully-functional
text-to-image model that can generate digital art from just
a few sentences.

What is CLIP? CLIP is a transformer model created
by Open Al to match text prompts with their respective
image. The reasoning for the creation of CLIP is simple:
If we can create models that accurately describe the text
and we can create models that accurately describe
images, then we are capable of joining the two to easily
map image to text by combining similar descriptions [5].

And what is ImageNet? It is an image dataset
organized according to the WordNet hierarchy, a
foundation for the advancement of deep learning research
and self-supervised (without the usage of human-labeled
data) computer vision technologies. Each meaningful
concept in WordNet, possibly described by multiple
words or word phrases, is called a "synonym set" or
"synset". There are more than 100,000 synsets in
WordNet; the majority of them are nouns (80,000+). The
goal of this service is to provide on average 1000 images
to illustrate each synset. Images of each concept are
quality-controlled and human-annotated. In its
completion, ImageNet offers tens of millions of cleanly
labeled and sorted images for most of the concepts in the
WordNet hierarchy, creating a monumental basis for the
training of image processing models. [7, 8].

Disco Diffusion is an open-source project, as is its
larger counterpart — Stable Diffusions project. These
models give permission under MIT license to deal in the
Software without restriction, including without limitation
the rights to use, copy, modify, merge, publish, distribute
and sublicense.

~ 2. Diffusion and CLIP model settings

Fig. 2. Model configuration

The model allows the user to control the output via
diffusion model presets, sampling modes, numerous
CLIP, and OpenCLIP parameter presets, batch and
configurations depending on the required art style and
available hardware.

Upon receiving the CLIP configurations, the model
then may be modified further with different values for
image sizes, diffusion steps, rescaling and resolutions
overriding previously selected presets. Then, additional
parameters may be specified for the creation of video
content, such as the number of steps, guidance scale,
number of skipped steps, animation settings, and input
files.

At last, the model receives a text prompt from the
user. For demonstrational purposes, we will create a
unique image based on a text prompt using a modified
copy of the model with the following input:

“A gorgeous paintingofan isolated
lighthouse, shiningitslightacross a
tumultuousseaofredin the style of
bygregrutkowskiandthomaskinkade.",

"yellowcolorscheme".

Once the model is started, the generation of the
prompted image begins. The model defines a random
seed and iteratively creates.

As you can see (Fig. 3), the model starts by
generating a raster of monochrome noise, where only
vague shapes of the main landscape objects can be
discerned.

Fig. 3. Initial Image, the first iteration of the target image
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As the cycles advance, more and more details are
generated by the model to create a distinctive picture.

Fig. 4. Third iteration Fig. 6. Final Image

Conclusions

We have explored the possibilities, advantages, and
downsides of using Disco Diffusion — a diffusion model
made to generate videos, animations, illustrations, and
artworks based on a plain text input.
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BukopucranHs reHepaTuBHUX AU (Qy3iiHUX Mo/ieJieli MAIIMHHOIO HABYAHHS Y CTBOPEHHI 300paieHb
O. Pyznenko, O. Binokine

AHoTanis. 3a ocTaHHill piK CTABCs 3HAYHHH CIUIECK MOMYJIIPHOCTI FEHEPATUBHUX MEPEkK. 3aBIKH ITyOJIiYHIM BUITyCKaM
Takux npocynytux moxenei, sik DALL-E, Stable Diffusions abo GPT-3, koxeH i3 CKPOMHMM, 3BHYAilHUM amapaTHUM
3a0e3neueHHsIM MOXKe crpoOyBaTu MailHHe HaB4yaHHsA [3]. Mopeni audysil HaATXHEHHI HEPiIBHOBAKHOIO TEPMOAMHAMIKOIO.
Judysiitni Moaeni € migkareropiero Mojeseil Ha OCHOBI WMOBiIpHOCTI. BifoMo, 10 BOHM MPOMOHYIOTH HaAiHO MacurTaboBaHi
BHCOKOTOYHI 300pa)keHHs, 30epiraloun npu oMY HEPYXOMHUii TpeHyBaibHuit 00’ ekT. LI Mozeni reHepyroTh BUOIPKU LUIIXOM
MOCTYHOBOrO BUJIAJICHHS LIIyMY i3 CHIHAITY, a iX MeTa HaBYaHHs MOxe OyTH BHpakeHa sIK Tepe3BaKeHa BapialliiHa HIKHS Mexa
[2]. Lleit knac mozaeneit yxe Biamnosigae HaiicydacHimomy [6] Ha CIFAR-10 [3], ane Bce me Bincrae Big GAN 11010 CKIaJAHUX
HabopiB manux, Takux sk LSUN i ImageNet. Hikon i JxapiBan [4] BusiBIIM, LIO I MOJENi HaAidHO BIOCKOHAIIOIOTHCS 3i
301LIbIICHHSIM 00CsTy 00YMCIIeHb | MOXKYTh CTBOPIOBATH BUCOKOSIKICHI 3pa3Ky HaBiTh Ha CKiagHoMy Habopi nanux ImageNet 256
x 256 3a noroMororo creka miasuiieHHs auckperusaiii. [Ipore FID mi€ei Mozgeni Bee mie HeKOHKYpeHTocpoMokHuH 13 BigGAN-
deep [S], HOTOYHKMM Cy4acCHHUM CydacHHM HaOOpOM JaHUX. Binblie TOro, 1i Mofeni 3/aTHi CTBOPIOBATH HECKIHYEHHY KiTbKICTh
YHIKaJbHUX BUCOKOSIKICHHX 300paKeHb, JTIOJCHKOI MOBH Ta PEATiCTHYHOT My3HUKH, SKY HA MEPIINii MOTIISIT HEMOXKITUBO BiIPi3HUTH
BiZl PyKOTBOPHOI. IIOMyISpHICTE TeHEpATHBHAX MOJIENCH MIBHAKO 3pOcTac. MIMOBIPHICHI MOZeTi MOXKYTh 3a6e3MEUHTH KpaILy
npoaykTuBHICTh y mopiBasHHI 3 GAN. [udy3iiiHi Mozeni € HOBOIO MEPCHEKTHBHOIO KATETOPIEI0 HMOBIPHICHUX MOIeei.
DiscoDiffusion — e xkomGinamuist moneneit CLIP Ta ImageNet. Bona Mose reHepyBaTd U(POBI KAPTHHHA HA OCHOBI TEKCTOBHX
miaka3ok. J{Js i€l Mozeni MOKIIMBI YHCIICHHI 3aCTOCYBaHHS, TaKi sIKk CTBOPEHHs Bifieo, aHiMaiii Ta rpadidnoro koutenry. [Ipu
Bubopi DiscoDiffusion 3amicte GAN cJ1iy BpaxoByBaTH MEBHI BiIMiHHOCTI.

Kawuosi caosa: GAN, generative ad versarial net works, mryunuii inresnext, qudy3iiiHi Moaeni, UpPOBE MUCTEITBO,
ImageNetmodel, WordNet.
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