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A METHOD FOR DISTRIBUTING TRANSACTIONS
TO HYBRID CLOUD DATA STORAGE

Abstract. The article discusses the current task of optimal resource allocation in CLOUD systems that support hybrid cloud
data storage. The purpose of this article is to develop an optimal distribution method of several heterogeneous transactions to a
hybrid cloud data storage, connected by a common bandwidth limitation. The optimization criterion will be the minimum cost.
Information flows have certain points of departure and destination, are heterogeneous flows with common restrictions on the
bandwidth of the communication channels used. The results obtained. The method is based on the construction of network
graphs. The optimization problem is reduced to the distribution of flows in the network in such a way that, if the requirements
of the cloud hybrid data storage are met, the cost of transmitting the flow in the network is minimal. To solve it, an iterative
algorithm for constructing the maximum admissible flow is proposed. At each iteration, the simplex table of network graphs is
modified. The direction of further research is the development of a method for optimizing the structure of cloud data storage.
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Introduction

In recent years, "cloud technologies" have gained
enormous popularity in the field of information technol-
ogies [1, 2]. The modern IT market offers a large number
of software products that support this technology (here-
inafter referred to as CLOUD systems) and ensure the
functioning of cloud data storage - a model of online stor-
age inwhich data is stored on numerous distributed in the
network, servers provided for use by clients, as well as
cloud computing, which provide distributed data pro-
cessing, in which the user receives computer resources
and power as an Internet service [2].

Among a number of problems that arise during the
implementation of CLOUD systems, the most relevant
are those related to the distribution of system resources,
which is caused by both the significant growth of users
and the expansion of services provided by modern
CLOUD systems [3, 4]. In particular, there is the task of
optimal allocation of resources in CLOUD systems that
support hybrid cloud data storage (HCSD). A special
place among such tasks is the task of optimal distribution
of various information flows with the aim of minimizing
the cost of their passage.

The purpose of this article is to develop a method
optimal distribution of several different transactions to
the hybrid cloud data storage, connected by the general
limitation of bandwidth.

The optimization criterion will be the minimum
cost. Information flows have specific points of departure
and destination, they are heterogeneous flows with com-
mon limitations on the bandwidth of the used communi-
cation channels (CC).

Let's consider the algorithm of its solution. Given a
distributed computing network with a cloud component,
which is characterized by an undirected, edge-weighted

graph G =(Z,Y, b, ¢) bandwidths of CC and the costs

of transmitting a unit of information on them and the
graph I" = <Z, W, r> requirements for the transfer of m
information flows between nodes of a distributed compu-
ting network. Here are Z = {Z, ..., Zi} - renumbered set
of graph vertices G and I, being in isomorphism to nodes

distributed computing network, |=|Z| - number of

graph vertices Gand I'; Y ={yj,..., y,} - renumbered set

of graph edges G, are in isomorphism to CC distributed
computing network, n=|Y| - number of graph edges G;
b:Y — R, - weight function that determines each edge
yi €Y throughput b;, 1 <i<n; c:Y - R, - weight func-
tion that determines the cost of transferring a unit of flow
Ci edgewise yi €Y; W = {W;, ..., Wn} - renumbered set
of graph edges . Edge WjeW, 1 < j < m, connects two
vertices of a graph I, if between corresponding nodes dis-
tributed computing network information is exchanged.
The amount of information flow to be sent along the edge
W;, given by the weight function r : W — R., defining
each edge W;eW graph I"required flow rj. The number of
information flows that need to be distributed in the net-
work isequal to m=|W|.

Required for given graphs G and I distribute the
flows in the network in such a way that, if the require-
ments of the graph are satisfied, I" the cost of transmitting
the flow in the network was minimal. To present the for-
mal formulation and algorithm for solving this problem,
we introduce a number of definitions.

Distribution y flows of information transmitted to a
distributed computing network defined by graphs G and
I, of information flows transmitted to a distributed com-
puting network defined by graphs H(y). Here

R'(7)={H....tn} - aset that establishes the volumes of
transmission of information flows in the distribution y be-
tween each pair of vertices for which in the graph I"there
is an edge. Element rj e R'(y) defines in distribution y

real flow between j - th pair of graph vertices I". Q(y) =
={q, ..., On} - set, each element of which q; is the total
flow along the edge vyi €Y of graph G in distribution .

H@y) = {HY, ..., H™} - set family HI ={H,..., HZ](J.)},
made up of routes where it is transmitted j-th flow in dis-
tribution y. Here Z(j) - number of transmission routes j-th
flow in distribution y. Each route H},1< p<Z(j), cor-

responding threesome (A d g , xé) , where
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AFJ; = {aljp peeny ajg’p} - a set that defines the composition

of the route (in the list of edges) of the graph G, each
element of which ad;, 1<s<dJ, isan edge of the set Y
of the graph G; dg, - route length H . xg, -value j - th
flow along the route H Fj,. Note that in the set Ag, ele-
ments asjp located according to their order of travel.

Using route parameters H Fj) define the value

m2(i)
i EQ(]/)VyI eY3 Gj :Z Z Xg)hg)a

j=lp=L
|0, yieAl;
where hf = o
1, Yi € Aé
2(j)
and meaning rj e R'(y):VW; eW3r{ = > x}.
p=1

Let us give a formal statement of the problem.
Graphs are given G =<Z, Y, b,c>and I'=<Z, W, r>. It
is required to distribute flows in the network, that is, to
form sets R'(y), Q(y) and family H(y) so that the value
m (i)

F(r)=2_ >, C}X} took the minimum value under
j=1p=1

the following conditions:

2(i)
1) Z X;J)_Rj =rj;
p-1
2) vy; €Y3q € Q(y) Ay eb(Y)[qi +S; =by;

3) X}, R, S 20,

j
p1
where Cg - unit transfer cost j-th flow by HFJ) route;
Rj, Si - weak variables.

Value Cg is defined by the expression

d}
Cp=2.Cs,
s=1
where Cs - cost of transmitting a unit of information flow

i i j
along an edge agj, , included in the route H.

To solve this problem using the modified simplex -
Danzig method [2] it is necessary to specify the initial
admissible distribution yo, more specifically, a family of
routes H(yo). Distribution yo can be found by solving the
problem of the maximum heterogeneous information
flow allowed for a given network. Formally, the problem
of the maximum admissible information flow can be for-
mulated as follows.

Graphs are given G=<Z,Y,b,c>ul"=<Z, W, r>.
m Z(j)
Required to maximize 2= > X} under conditions:
j=1 p=1

1) vy; eY3g; €Q(7)Aby eb(Y)[gy +S; =b;

2) X),8>0.

Denote by the function p the share of the total re-
quired flow, which is realized in the distribution y. In the
course of the further presentation of the algorithm, we
will use the vector form of data representation and distri-
bution results.

Associate the functions b and ¢ the vectors b and
¢, where b=(by,...By, B4, ) - graph's edge capacity
vector G, by =b;, b,,; = (at the start of execution
Briz =0); C=(Cy,...Cq) - cost vector (lengths) of
graph edges G, C; =C; . We also have: the identity ma-
trix By size (n+1)x(n+1) (an additional dummy variable
is introduced), wherein Eaﬁ =1,ifa=p, 1<a<(n+l),
1<p<(n+l),and b, 5 =0 if & # B, the matrix of the

current basis B~ (at the start of the algorithm B~ = By).
Distribution y determined by the current simplex table

(matrix B~ and vector b ).

The algorithm for constructing the maximum allow-
able flow is iterative. At each k-th iteration, the simplex
table is modified.

Step 1. Taking the values of the vector as the
length of the edges ¢, find in the graph G for each re-
quired graph flow I" (edges W;eW) the shortest route,
for example, using the Deijkstra method [3] and not tak-
ing into account the restrictions on the bandwidth of the
edges, we implement the entire flow along this route r;
e r(w).

Route parameters are stored in a set family H(yi).
As a result, we have the distribution of the total flow over
the edges of the graph G, represented by the vector

0 = (@' Gna)

0, yigAl;
hj:{ Yi _ ,qk

m
where ¥ = >rih; nit =1,
j:]. 11 yl € AJ!

Al - composition of the shortest route between the j -th
pair of nodes of the graph I, Al e H(y).

Vector qk entered into the simplex - table.

Step 2. Among the positive components of the vec-

tor qk determined qik with the minimum value of the

ratio b*1/g¢ (here B¥! - componentof the vector

b*L the current capacities of the edges of the graph G).

Number i of the selected component determines the lead-
ing row of the simplex table. Let us formulate a new
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value of the vector G° . To do this, we separate every-

thing except G vector components ¥ at (—qik) (neg-

ative leading value), and set the leading value to J/ q‘ik .
Step 3. Let us replace in the original identity matrix
Bo i - th column vector <" and get the matrix BY . We
can form the current simplex table, that is, we form: the
matrix of the current basis B = BX - Bi%; 1 new band-

width vector b* = BY -6%1, in which the vector g¥

changes the current base variable of the leading row. For
the constructed flow distribution, we obtain the value of

the objective function gy = 5,5 11, those share of the total

required flow, which is realized in the distribution y, de-
fined by the current simplex tableau and family H(yy).

If w > 1, then the work of the algorithm for con-
structing the maximum admissible flow ends here.

At < 1 from edges set Y graf G is removed edge
yi, coincider i - th the leading row of the simplex table,
and the process of constructing the maximum allowable
flow continues cyclically until then (steps 1 - 3), until ei-
ther ux > 1, or it will not be possible to build any route
that allows you to distribute the remaining required flows
rj er(W) of the graf 7. In the latter case, we can say

that the given distributed computing network, defined by
graphs G and 7, allows you to distribute the required in-
formation flovVVws of no more than p, from the given
value, that is

2(J)

ZXH)S,uk-rj.
p=1

VWJ EWE“'J' € I'(W)

The resulting flow distribution yo =y, route family

defined H(yo) together with the bandwidth vector b,
used to build minimum cost flows.

Initial data for solving the problem of constructing
minimum cost flows: the number of simplex-table varia-
bles equal to (n+m+1) additionally, a dummy variable is
introduced); graph's edge capacity vector G

f :(fl,---, f~n’ fritien f~n+mv fn+m+1)s rae 1?i :Bi ;

foems1 = F (at the start of the algorithm

1

—h

n+j = Tj;

foems1 =0); cost vector (lengths) of graph edges G
C :(Cl,...(fn) ,where C; = C; ; identity matrix By sizes

(n+m+1)x(n+m+1); current basis matrix B! (at the start
of execution B~ = By); route family H(yo).

Step 1. Route family’s H(yo) are sequentially entered
into the simplex table. The route entered into the table, for
the transmission of the j -th stream, is represented by

the vector XJ =(Xg,., Xp, Xnatooo Xnams Xnems )

where component X; is equal to one if the corresponding
index i the edge is included in this route and is equal to
zero in other cases; X~n+j =-1 - coefficient at Xg, in

(i) N :
the equation Rj— > XJ =—rj; Xpimy =C} - unit
p=1
transfer cost j - th flow along the input route. Before en-
tering into the simplex - table vector )ZFJ, is adjusted ac-

cording to the expression X gk =Bt )Zg) . Among the
positive components i of the vector X Fj,k such )Zik , for

which the relation ﬂk‘l/f(ik has a minimum value. The

number i of the selected component determines the lead-
ing row of the simplex table.

Step 2. Let's input the vector X Fj,k into the basis and

form the current simplex tableau in accordance with the
following procedure.

Get the new value of the vector X Fj,k*. To do this,
we separate everything except )Zik , Vector components
)ng at (-XX) (negative leading value), and set the
leading value to l/Xik . Let us replace in the original

identity matrix By i - th column vector X g,k* and get the

matrix E?(‘)‘. Let's form the current simplex table (we
form: the matrix of the current basis By = BX - B, and
a new bandwidth vector ¥ =B§- ), in which the

vector X Fj,k changes the current base variable of the lead-
ing row. For the constructed flow distribution, we obtain
the value of the objective function F(y)= X .1,

which determines the cost of transferring information
flows in the distribution y«. After finishing entering the
routes included in the family H(yo), determining the ini-
tial basic distribution of information flows, the basic
flows are redistributed in order to minimize the func-
tional F.

Step 3. Components are analyzed (n + m + 1) - th

row of the matrix of the current basis By L. 1f among the

analyzed components 5,"1‘+m 41, 1<t < (n+m+1), there are
components with a value less than zero, then from
b0 choose a component B .1, 1 <1 < (n+m+1),

satisfying the condition b =minb.s0. Column r -
TN Oy

leading.
To enter the leading column into the basis, in order

to minimize F, among the components Etkr >0 find such
b, , 1 <a< (n+m+1), for which the relation . /b
takes the minimum value, f;r/tﬁr = min(ﬂkr/ﬁtkr).
: : t T/
Line a - leading. Let's form new component values Etkr*

the leading column of the matrix I§k‘1*. To do this, we

separate everything except Ea{fr components Etkr at
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(—Ea‘fr) (negative value of the leader), and the value of

the leader will be set equal to 1/bY, .
Step 4. Let us replace in the original identity matrix
By a- th column to newly formed column r matrix B *"

and get the matrix I§§+1. Now we can form the current
simplex table, that is, we form the matrix of the current
basis Bl =B B, and a new bandwidth vector
fk+I — B&*1. % in which the pivot row base variable a

is replaced by the pivot column variable r. For the con-
structed flow distribution, we obtain a new value of the
objective function

F (7k+1) = f~nk++r¥-1+l .
If in the resulting distribution yx.1 B (n+m+1) - th
line has at least one component Enkfnl] +1t Withavalue less
than zero, then the operation of the algorithm is repeated,

starting from step 3. If the components Enk:r% +1t20,

then the vector is formed C” :‘CfC:‘ the current
cost of transferring a unit of information flow for each
edge of the set Y graf G, C; =C; +bX'%.,;. Taking as

the length of the edges the value of the vector C”, findin
the graph G for each required stream j graph 7" the short-
est route, for example, using Deijkstra's method.

Found route H F’, 41 represented by a vector

~J' _ ~ ~ ~ ~ ~
Xp+1 - (Xll---vXn7Xn+1!---’Xn+m’Xn+m+l) .

Then if H ng e H (), then the optimal solution

to the problem of constructing minimum cost flows is ob-
tained and the algorithm ends, otherwise the route found

H g 41 Is introduced into the route family H(yo) and the

process of constructing the minimum cost flows contin-
ues from the step 1. Resulting optimal distribution
v = yk+1 defined by family routes H(y), sets R’(y), Q(y) and
defined by family routes F(y).

Conclusions

The article proposes a method for splitting transac-
tions to a hybrid cloud data warehouse.

The method is based on the construction of network
graphs.

The optimization problem is reduced to the distri-
bution of flows in the network in such a way that, if the
requirements of the cloud hybrid data storage are met, the
cost of transmitting the flow in the network is minimal.
To solve it, an iterative algorithm for constructing the
maximum admissible flow is proposed. At each iteration,
the simplex table of network graphs is modified.

The direction of further research is the development
of a method for optimizing the structure of cloud data
storage.
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Mertopa po3noaiy TpaH3akuii 10 rilpuAHOro XMapHoOro CXOBHMIIA JAHUX
H. T Kyuyxk, A. I1. llluman

AHoTanif. Y crarTi po3risIHyTO aKTyajbHe 3aBJAaHHs ONTHMAIBHOTO po3noity pecypciB y CLOUD-cuctemax, kotpi
MiATPUMYIOTh TiOpUIHI XMapHi CXOBHUIIA JaHKX. MeToI0 AaHOol cTaTTi € po3poOKka METOAY ONTHMAIBHOTO PO3MOALTY KiIBKOX
PI3HOPIIHUX TPaH3aKIii A0 TIOPUAHOrO XMapHOTO CXOBUIIA JAHHUX, MOB'I3aHUX 3arajlbHUM OOMEXEHHSM MPOIMYCKHUX 3110HOC-
teil. Kpurepiem ontumizarii Oyne miHiManbHa BapTicTh. [H(OpMAaIiliHi TOTOKM MarOTh MEBHI MyHKTH BiANpaBICHHS Ta MPH3HA-
YEHHsI, € PI3HOPIAHIUMH IOTOKAMH 13 3araJbHUMH OOMEXESHHSIMH Ha MPOMYCKHI 3I0HOCTI KaHaIB 3B'13KY, 110 BUKOPUCTOBYIOThCS.
OtpuMati pe3ynbTaTi. MeTo/] IPyHTY€EThCsl Ha TOOYI0BI MepekeBHX rpadis. 3aBIaHHs ONMTHUMI3allil 3BOIUTHCS 0 PO3MOILTY 10~
TOKIB y MEpeKi TaKUM YHHOM, 1100 MPU 33JJ0BOJICHHI BUMOT XMapHOTO TiOPUIHOTO CXOBHIIA JaHUX BapTiCTh Mepeiadi MoToKy B
Mepexi Oyia MiHiManbpHO. JIyist i1 BUpIIIEHHsI 3aIPOOHOBAHO ITePaIliHUIA aNrOPUTM MOOYI0BH MAKCUMATIBHOTO IOMYCTUMOTO
notoky. Ha koxHiit iTepanii mpoBoauThcs MoaudiKallis CUMILTIEKCHOT Tabuili 3B'13Ky MepexeBux rpadis. HanpsMok momasbimx
JOCITiIiB — pO3po0Ka METOy ONTHMI3allii CTPYKTYpH TiOPHIHONO XMapHOTI'O CXOBHUINA JAHUX

Karo4doBi caoBa: xMapHi TeXHOJIOTIT, CXOBHIIE TaHUX, riopuanicts, CLOUD-cucTemMa, Mepe:KHHUM rpad.
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