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RESEARCHING PRIORITY DIRECTIONS IN THE AREA OF DATA MINING

Abstract. In the era of global informatization, social networks are acquiring great importance for obtaining various
information by network users. But it must be borne in mind that social networks such as Facebook, Twitter, Instagram contain
billions of raw unstructured data, the processing of which is indeed a rather difficult task for research. Data mining allows
extracting current information from a large number of data sets, structuring and, after analyzing, gaining knowledge by detecting
patterns among the data, which makes it possible to predict changes in the network that have occurred based on the interactions of
information flows and events. This information is used in various areas such as business, education, medicine, cyber security, etc.
The area of data mining has made tremendous success from its incipience to its current level, but Data Mining continues to face
many challenges, especially when processing social media data. This article analyzes the various data mining methods that are
used to analyze social networks, as well as explores the top priority areas in the field of data mining based on the review of various
studies, and also focuses on the field of data mining in social networks, which will be used in further studies.

Kawuosi ciaoBa: Data Mining, social networks, data extraction, Data Mining methods and algorithms.

Introduction

Using large amounts of data is a hallmark of the
21% century, which produces amazing results when
faced with another phenomenon of the century — social
networks. Today, almost 96% of the world’s population
have access to social networks and this number has
reached 2.34 billion people. Nowadays, out of the 100
most visited sites in the world there are 20 which are
classic social networks and another 60 are socialized to
one degree or another. More than 80% of companies
around the world use social networks in their
professional activities. About 78% of people trust
information from social networks. By the number of
users, Facebook is in first place — about 1.5 billion.
Scientists have calculated that the minimum time a user
spends on a social network is 3 hours, while he/she
visits his/her account at least twice a day [1].

By registering on social networks, users are given
the opportunity to communicate with relatives, friends,
colleagues, and also make new acquaintances. Social
networks can be used for self-development and self-
study, gaining access to various information of interest.
It is also possible to join a community on a specific
topic and gain knowledge in specific areas. Social
networks are a means for business development.
Advertising can be directed to the target audience and
one can find new customers, increase the loyalty of
regular customers. Social networks have provided an
opportunity to use a large amount of information,
develop, improve and earn money.

But social networks have a number of negative
features: due to the abundance of entertaining,
superficial and often unnecessary garbage information,
the time spent on the social network increases
significantly. Such a pastime can negatively affect
health, because a large amount of information often tires
and burdens the nervous system. The disadvantage is
that a person loses the skill of real communication,
because he/she gets used to online communication.
When texting on social networks, people often do not
follow the rules of grammar and punctuation, use a poor

vocabulary, emotions are replaced by emoticons — all
this negatively affects communication in the real world.
Intelligence agencies use social networks to organize
surveillance.  Intelligence  agents account  for
approximately 15% of public network users.

It should also be taken into account bursts of group
hate speech on social networks such as anti-Muslim,
anti-immigrant, racist, anti-Semitic, homophobic, etc. A
recent publication by the United Nations Educational,
Scientific and Cultural Organization (UNESCO)
indicates that “the nature of hate speech on the Internet
and its impact on speech and offline behavior are poorly
understood” and “the underlying reasons for these
phenomena in which certain types of content appear,
lead to actual discrimination, hostility or violence” [2].

Today, using social networks is continuously and
rapidly increasing. Even more significant is the fact that
these networks have evolved into a sizable pool of
unstructured data belonging to multiple domains
including business, governments, healthcare, etc. The
data structure of social networks is not organized and is
displayed in various forms such as text, voice, image and
video [3]. Moreover, social networks provide a huge
amount of continuous data in real time, including those in
the form of time series, which makes traditional statistical
methods not always effective for analyzing large amounts
of data [4]. Consequently, data mining methods that
combine mathematical and statistical approaches can play
a significant role in overcoming this problem and
facilitate data structuring. At the same time, the relevance
of combined or hybrid forecasting methods, as well as
methods for complexing forecast ratings [5], increases. It
should also be taken into account that the primary data
in many cases are characterized by various kinds of
uncertainty, which necessitates the adaptation of
traditional methods of analysis to such features [6].

Most of the predictive algorithms under these
conditions are designed to function in real time [7].

Data Mining in Social Networks

When studying large-scale social networks data
mining methods and algorithms are used. Analyzing the
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data in social networks is of great interest for many
reasons. For example, studying large social networks
allows understanding social behavior in different
contexts. In addition, by analyzing the roles of users
involved in the network, it is possible to identify how
information flows and opinions are disseminated in the
network, and which of them are the most influential
(Fig. 1). In addition, since the users of social networks
may receive too much information from time to time,
data mining of social networks can be used to support
them by providing recommendations and filtering
information on their behalf [4].

Fig. 1. Identification of the Most Influential
Users in a Social Network

By understanding the characteristics of a particular
social network, it is possible to build a mathematical
model that explains the processes in the network. The
mathematical model allows predicting future changes in
the network, it becomes possible to simulate the
behavior of users on the network.

Data mining includes the following stages:
understanding and formulating the analysis problem,
preparing data for automated analysis, applying Data
Mining methods and building models, checking the
constructed models, interpreting models by a person [8].

1. Collecting Data from Social Networks.
Social networks, forums, news and entertainment
portals and blogs contain a lot of material from which
one can get information about the preferences and
characteristics of users and companies. For this, first of
all, it is necessary to identify the user in each source,
which is not possible for all resources — on many of
them users do not register or indicate insufficient data to
identify them. Even where there is sufficient
identification data, additional user information may not
be useful. In this regard, social networks are the most
suitable source containing information for identifying
network participants, and additional data on preferences,
marital status, education, social circle, etc.

In general, the task of enriching user profiles is as
follows: using basic data (name, surname, date of birth,
city), additional information is searched: circle of
interests, social status, area of professional activity,
musical preferences, etc. The task is to collect data about
the client from social networks, identify him/her, enrich
the data and form a single profile for each user (Fig. 2).
One of the simplest ways to extract data is to use the
services of specialized companies that collect and
constantly update data from many sources. The main
advantage here is the speed of obtaining information,
which is essential with large volumes of the client base

and the use of various social networks. The disadvantage
is the paid subscription for data updates.

Data capture

Identification
of users

Linguistic
processing

Data
enrichment

Analysis and
studying

Fig. 2. Enriching User Profiles.

The next way is to use application programming
interfaces (APIs) provided by almost all popular social
networks. For different networks, APIs differ in the set
of available data, restrictions on the number of requests,
and the cost of accessing the interfaces. The
disadvantages of this method include the limitation on
the number of simultaneous requests and the number of
calls that the application can make per unit of time. In
addition, one need constantly to monitor changes in the
APIs and update the data collection application, with
some social networks providing important data only on
a paid basis. The advantages of the method are the
ability to retrieve data about a single user in a structured
form (JSON or XML), as well as the ease of integrating
API calls into one’s own application.

One more way is the manual parsing of web pages
of social networks, as well as the use of ready-made
search robots (crawlers) to collect data with subsequent
parsing. In this case, one has access to all open data and
there are no restrictions on the speed of their collection.
The disadvantages include the complexity of the
implementation — the web page of each social network
is unique, so each time one will have to develop one’s
own parsing rules, the complexity of support and the
need for large computing resources, but this process is
well parallelized.

The simplest identification method is to search for
an exact match of all known user characteristics, but it
must be borne in mind that the corresponding
characteristics in social networks are reliable only to a
certain extent — they may be absent or deliberately false,
or allow different spellings. Therefore, before carrying
out identification, it is necessary to cleanse and
normalize the data, and also check the correctness of the
parameters specified in the profile — for example, the
user’s city can be clarified based on the analysis of his
subscriptions, posts and statuses. In addition to the data
that netizens clearly indicate in their profiles, one can
supplement the information by analyzing posts,
subscription groups and photos.
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In addition, there is unstructured content that is
posted on social media — for example; messages
(tweets), comments, audio or video. Automatic text
analysis is impossible without the use of linguistic
technologies. The correct combination of linguistic and
statistical approaches increases the quality of the
analysis result and the level of its reliability.

However, it is worth noting that mining data from
social networks can involve serious legal and ethical
issues, many of which are not legally regulated. Privacy
issues are at the center of discussion concerning this
tool. Regulating the use of data of social networks is
necessary to protect freedom of expression among users
of social networks. Companies using data of social
networks often have their own views on how they will
apply it. A striking example is the situation when
Cambridge Analytica obtained access to the personal
data of 87 million users of the social network Facebook
without their knowledge in order to influence voters
during the 2016 US presidential election [1]. Its data
mining methods were contrary to Facebook policy.
However, upon learning the hack, Facebook did not take
serious legal action, which led to a scandal and the
payment of a $ 5 billion fine for violating privacy.

2. Methods for analyzing data in social
networks. Data mining allows automatically, based on a
large amount of accumulated data, generating hypotheses
that can be verified by other analysis tools. It is a
computational process of identifying patterns or
correlations in large relational databases using methods at
the intersection of artificial intelligence, machine
learning, statistics and database systems [9]. When
analyzing 66 scientific publications [10] (filtered out of
1187) on this topic, the authors identified 19 data mining
methods that have been used by researchers in the area of
social networks over the past few years. Table 1 includes
the detailed information on the frequency of occurrence
of descriptions of data mining methods that have been
encountered in the analyzed articles.

Table 1 — Data Mining Methods Described in the Analyzed
Publications and Their Frequency of Occurrence

Method Frequencies of
Occurrence
AdaBoost 2
Artificial Neural Network (ANN) 8
Apriori 1
Bayesian Networks (BN) 26
Decision Trees (DT) 11
Density Based Algorithm (DBA) 3
Fuzzy Logic 1
Genetic Algorithm (GA) 1
Hierarchical Clustering (HC) 2
K Means 6
k of Nearest Neighbors (k NN) 9
Linear Discriminant Analysis (LDA) 9
Linear Regression (Lin R) 1
Logistic Regression (LR) 4
Markov Queueing Network 1
Maximum Entropy (ME) 2
New Methods 1
Support Vector Machines (SVM) 29
Wrapper 1

The diagram (Fig.3) shows that the most
frequently used methods in the field of social network
analysis are (51% of analyzed articles) [10]: Support
Vector Machines (SVM): it is considered an accurate
classifier; resistant to noise; Bayesian Networks (BN):
they allow improving classification by removing
irrelevant features; they have good performance and low
computing time; Decision Trees (DT): they give an
accurate result; take up less memory; it takes less time
to create a model; they have a short search time.

AdaBoost
2% Artificial Neural
Support Vector Network (ANN)
Machines (SVM) 7%
25%

Apriori 1%
New Merhods i
1% Bayesian

Wrapper
1%

Networks (BN)
Maximum 22%

Entropy (ME) 2%

4
|

Jepesba
peLuenui (DT)
9%

Markov Queueing
Network...

Logictic
Regression 3% Density Based
Algorithm (DBA)
Linear 3%
Regresssion Discriminant K Means

(Lin R) Analysis (LDA) 5%
1% 8%

Linear

Fuzzy Logic 1%
Genetic
Algorithm(GA)
k of Nearest/ 1%
Neighbors (k NN)
8%

Fig. 3. Methods in the field of social network

Hierarchical Clustering
(HC) 2%

The techniques that had a low frequency of
occurrence, as each article was mainly devoted to its
new method, was not taken into account.

Summarizing the data obtained, it can be carried
out the following classification of data mining methods
in social networks (for methods, the frequency of which
was 3% and more) (Table 2).

The table shows that these methods were mainly
used to analyze content, detect spam, assess users’
preferences, detect inaccurate information, identify
influential users, analyze users’ characteristics, and only
in some situations the methods were used for
forecasting purposes (finance, medicine).

When working [10], the six areas of human
activity were also identified, in which various research
methods were used to analyze the flow of large data
sets: business and management (BM); education (EDU);
finance (FIN); government and the public (GP);
medicine and health (MH); social networks (SN).

Fig. 4 shows that the most active areas that are
used for data mining are: social networks, business and
management accounting for 79%. The data analysis of
social networks remains the most requested area of
research. And recently, with an increase in the number
of serious terrorist incidents in Western Europe and
North America, the data analysis in social networks is
aimed at identifying hate speech and predicting the
reaction of users of social networks to these events.

Also, the nine active research tasks were identified,
for the solution of which the methods of data mining are
used [10]: biometric; content analysis; cybersecurity;
disease awareness; geolocation; quality improvement;
risk management.
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Table 2 — Classification Data Mining Methods
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Completing the task: classification; + + + + + + +
clustering + +
Approach to learning mathematical models: cybernetic; + +
statistical + + + + + + +
Solving forecasting problems + + + + + +
Social network content analysis + + + + + + +
Analysis of characteristics of social network users + + + + +
Spam filtering + + +
Identifying the influential user + +
Bugness and Conclusions

_management
(BM) 17%

Education
(EDU) 1%
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Government and
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8%

Medicine and
Health (MH) 9%

Social Networks
(SN) 62%

Fig. 4. Areas of Studying

Data mining methods are the process of extracting
hidden knowledge from data. This can be done in a
variety of ways such as decision trees, artificial neural
network, Bayesian networks, k-NN, K-Means and SVM
as machine learning methods. Also, statistical methods
in some cases are considered as non-machine learning
methods that are used to detect patterns [10-26]. As
mentioned in [11], “statistical methods are data-driven
and are used to discover patterns and build predictive
models”. Hence, machine learning and non-machine
learning data mining methods such as traditional
quantitative methods in statistics complement one
another in data mining.

Based on the above, the following conclusions can
be drawn: common data mining methods used in social
networks are Support Vector Machines (SVM),
Bayesian networks (BN) and Decision Trees (DT).
SVM and BN are the most recommended methods for
analyzing social networks, which are used and described
in scientific articles [10]. Data mining methods have
both advantages and disadvantages, and this makes the
choice of certain methods dependent on the type of
informative data required and can be quite a difficult
task taking into account that the data transfer speed or
data arrival is enormous and the dynamic nature of the
data is also unpredictable.

In the area of social networks, more in-depth
research is still needed that takes into account the
precise application of data mining methods in the
academic and industrial sectors. A careful study of the
literature written in this area shows that a significant
number of studies have used methods that solve
segmentation problems, and to a lesser extent the
methods that solve forecasting problems. Obviously,
research in the area of social networks must include two
main factors: sufficiently accurate and complete
analyzed input data and the corresponding mining
analysis to obtain predictive results.
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JocikeHHs IPiOPUTETHUX HANPAMIB B 00JIACTi IHTEJIEKTYaJbHOT0 aHAJII3Y JaHUX
. B. Pyban, 1. B. Inpina, M. O. Moxaes

AHoTanisi. B enoxy rio6ansHoi iHpopMaTH3anii colianbHi Mepexi HabyBarOTh BEIMYE3HOTO 3HAYEHHS JUIS OTPUMAHHS
pi3HOi iHpOpMalii KopucTyBauaMu Mepex. Ase HeoOXiZHO BpaxoByBaTH, IO cOLianbHi Mepexi Taki Ak Facebook, Twitter,
instagram MicTsTh MiJIbIpAN HEOOPOOIEHNX HECTPYKTYPOBAaHMX JaHUX, 00pOOKa SKMX AIHCHO € JOCUThH CKJIAJHUM 3aBJaHHAM
JUISL TOCIHI/DKEHHSL. [HTeNeKTyaJbHUH aHali3 JaHUX JIO3BOJISE OTPUMATH IOTOYHY 1H(OPMAIlIO 3 BENUKOI KUJIBKOCTI HAaOOpiB
JIAHUX, CTPYKTYPYBAaTH, 1 ITiCJIs IIPOBE/ICHOTO aHAJIi3y OTPUMATH 3HAHHS LUIXOM BUSBJICHHS 3aKOHOMIPHOCTEH MiXk JaHUMH, 110
HaJa€ MOXJIMBICTb IIPOrHO3YBAHHS 3MIH B MEPEXi, AKi CTAIMC Ha OCHOBI B3aeMozil iH(MopMaliiHMX MOTOKIB Ta nomii. Ll
iHopmawist 3acTocoByeTbCsl B pi3HMX oOJacTsX, Takux sK Oi3Hec, ocBirta, MequiuHa, KibepOesmeka i 1.1 O6Gnacts
IHTEJIEKTYaJIBHOT'O aHaJli3y JaHUX JO0CSAIJIa BEIMYE3HNX YCIIXiB 3 MOMEHTY CBOI'O 3apOXKEHHS /10 HUHIIIHBOrO piBHs, ane Data
Mining HpofOBXYe CTUKAETbCA 3 Oararbma mHpoOiieMaMy, OcoOJIMBO Ipu oOpoOLi AaHMX colianbHUX Mepex. Llg crarrs
MPHUCBSTYEHA aHAIII3Y PI3HUX METO/IB IHTENEKTYallbHOTO aHaJli3y JAHUX, SIKI BUKOPUCTOBYIOTHCA JUIS aHAJII3Y COLIalIbHUX MEPEK,
a TaKO)K BUBYEHHS HalOUIBbILI NPIOPUTETHUX HANPSAMKIB B OOJIACT] IHTENEKTYalIbHOIO aHali3y Ha OCHOBI IPOBEICHOTO OrILILY
PI3HUX JIOCHI[KEeHb, a TAKOXK (OKyCye yBary Ha o0JAacTi IHTEJIEKTYyaJIbHOI'O aHalli3y JaHHMX B COLalbHUX Mepexax, 1o Oyzne
BUKOPHCTAHO B MOZAJIBIINX JOCIIPKCHHSX.

Karw4dosi caoBa: Data Mining, coniaibHi Mepexi, BUITy4eHHs JaHUX, MeToH 1 anroputMu Data Mining.
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