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THE TASK OF CHOOSING A RELIABLE PATH
FOR MESSAGE TRANSMISSION IN A COMPUTER NETWORK

Abstract. The article provides a calculation and comparative analysis of the reliability and productivity of computer sys-
tems in a positional binary number system and in a non-positional number system in residual classes (residual number sys-
tem — RNS), for calculations and comparative we consider practical task. The main goal is to solve the task of choosing a
reliable path for message transmission in a computer network. Calculation and comparative evaluation of the reliability and
performance of the computer system in the RNS and the existing in the positional binary number system computer system
APO-221 of the product 15E1235 (automatic message switching center - ASC) when solving the basic task of the ASC —
the task of choosing the transmission path of a formalized message (path selection algorithm (PSA)).
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Introduction

The increasing requirements for modern computer
systems and components of fast processing of integer
data (CSCPID) necessitate the constant search, devel-
opment and implementation of methods for fast data
processing. It should be noted that, despite the intensive
development of modern information technologies used
to create hardware and software tools of CSCPIDs,
there are still many unsolved scientific and technical
problems and problems in this area. First of all, this is
due to the following circumstances:

- high requirements, at the same time, as to the per-
formance of data processing, and to the reliability of the
operation of CSCPIDs, operating in real time;

- the limited capabilities of modern CSCPIDs to
carry out in real time simultaneously highly reliable and
high-speed parallel implementation of the computa-
tional process.

Meeting the above requirements and eliminating
these shortcomings is difficult on the basis of well-
known, developed and tested methods of data process-
ing based on the use of binary positional number sys-
tems (PNS) [1].

Analysis of literature. The first in the USSR who
drew attention to a new machine arithmetic called resid-
ual number system (RNS) was Fedor Viktorovich Lukin
at the end of the 50s. Vilzhan Mavlyutinovich Amer-
bayev, a doctor of technical sciences, professor, acade-
mician of the National Academy of Sciences of Kazakh-
stan, one of the leading theorists in the field of RNS,
and active participants in its practical application said:
"Israel Yakovlevich Akushsky told me that he received
the first information on the RNS from F. V. Lukin as a
closed report of work in the United States. According to
Israel Yakovlevich, Fyodor Viktorovich considered
RNS to be a very promising direction in the develop-
ment of computing technology." His subsequent actions
confirm this — it was precisely through the efforts of F.
V. Lukin that the system of residual classes received
such rapid and successful development in the country,
and his departure from life coincides with the beginning
of the decline in its development [2]. Comparing frag-
mentary information from different sources, it is possi-

ble to reconstruct this story as follows. The first thought
about the possibility of using RNS in computing tech-
nology in 1955 in a brief article was expressed by the
Czechoslovak engineer M. Valah, he was actively sup-
ported by the mathematician A. Svoboda. They became
the pioneers of RNS. The Americans became interested
in their work, and close cooperation ensued, as a result
of which, a few years later, Svoboda and Valakh moved
to the USA, where work on the system of residual
classes was expanded on a broad front [1].

Main material

In existing data transmission systems (DTS) there
is a computer system (CS) in the control loop. The re-
sult of the analysis of the operation of technical systems
and real-time information processing tools showed that
in most cases the efficiency of using the entire DTS as a
whole depends on the performance of the data process-
ing of the CS. Obviously, one of the most important
characteristics of specialized CS is its performance. CS
performance is determined by the amount of computing
work per unit of time.

To conduct a comparative assessment, we calcu-
late the performance of the CS in the RNS and the exist-
ing in the PNS CS APO-221 of the product 15E1235 —
automatic message switching system. In turn, the prod-
uct 15E1235 is part of the 15E1142 system, an auto-
matic switching center (ASC), which performs the func-
tion of automated exchange of control information be-
tween data sources and consumers located at command
posts, headquarters, and other special-purpose facilities.
The main, basic task of the message switching process
is the task of choosing the transmission path of a for-
malized message (path selection algorithm (PSA)). In
the future, by the standard task we will understand the
task of implementing PSAs. We will determine the CS
performance when solving the standard task of imple-
menting PSAs between two CS subscribers.

Let us conduct a quantitative assessment of the
productivity /7 of the CS APO-221. In this case, by
productivity I7 we mean the number of standard PSA
tasks per unit time in normal operation, i.e.:

m=11,; (1)
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where T, =T, (1-&)+Toop, + T + T + T + s (1-85) —
PSA standard problem solving time; T;, — input time;
Ty — direct problem solving time; T., — time spent
exchanging information with RAM; T, — the time of
monitoring the functioning of the CSCPID using tests
conducted in the process of solving the problem; Tain —
time spent on preventive maintenance, troubleshooting
and troubleshooting, reduced to a single solution to the
problem; T, — output time; €;, &, — the coefficients of
combining, respectively, input and output information

with the process of solving the problem (&, €5 <1).
Note that for a CS in a RNS, the time T}, pys of
inputting the initial information and the time 7,,; pys

of outputting the results of solving the problem are
determined by the corresponding expressions

Tinens =Tin +Teonvt> Tour. RS = Tour + Teonvas
where T,
RNS, T

conv2
PNS. In this case, the input / output time of information
for the CS in the RNS is slightly longer than for PR-009
in the PNS due to the need to convert the operands from
the PNS to the RNS and vice versa. The research results
showed that the following condition is fulfilled for the

tabular principle of data processing: 7,1 + Troma <1,

in relative temporary arbitrary units (conventional units).
This circumstance was subsequently taken into account
when determining the time for the implementation of
PSAs in RNS. Specialized CS APO-221 of the product
15E1235 of the system 15E1142 consists of two proces-
sors PR-009, as well as from the command memory, data
memory and input-output channel. The PR-009 processor
implements a set of instructions (arithmetic, logical, tran-
sition, exchange, etc.) through four-byte (1 = 4) bit words.
To improve the speed of solving the problem in PR-009,
a combination mode is used, in which the selection of the
next command from the command memory begins until
the previous command is completed. In the product
15E1235, it is assumed that £, = &, = 0,2.

The main time characteristics in arbitrary units of
the product 15E1235 and PR-009 of the system
15E1142 are given in table 1.

— operands conversion time from PNS to
— operands conversion time from RNS to

Table 1—Main characteristics of the product 15SE1142

Computing system CS APO-221 was created ac-
cording to the reliable scheme of hot standby. If both
PR-009 processors are operational, then the processing
of current information is provided by one processor
("master"), and the second ("slave") is a hot reserve.
The assignment of the processor to the "master" is car-
ried out by software. Failure in the first and second PR-
009 leads to the failure of the product 15E1235 and the
system 15E1142 as a whole [3].

The process of functioning of the product 15E1235
is provided by software and hardware. The main mode of
operation of this product is message switching. The task
of PSAs belongs to the class of modern decentralized and
adaptive control algorithms solved by means of CS DTS.
Table 2 shows: the stages of PSA implementation, the set
of operations that implements this stage of PSA calcula-
tions, as well as the frequency of implementation of stan-
dard operations in PR-009. Briefly describe the imple-
mented PSA. The essence of the PSA is to determine the
optimal way to bring the message from the source of
information to the data consumer in the specialized sys-
tem 15E599 of the DTS information and settlement sys-
tem "Yarus". Information for solving the PSA algorithm
is stored in the 15E1142 system in a matrix M consisting
of two adjacency matrices: telephone and telegraph.
When choosing a path, binary operations on integer num-
bers of rows of these matrices are used [4-7].

The number of rows and columns in these matrices is
equal to the number of ASCs. The PSA algorithm consists
of four main branches: transmission of a message along the
route; path selection using the matrix Mg (telephone net-
work); path selection using the M, matrix (telegraph net-
work); sending a message to the operator. If the value of
the transmission variant corresponds to the transmission
variant along the route, the first branch is connected.

The choice of the way when the PSA operates on
the second and third branches is based on global infor-
mation on the structure of the telecommunication net-
work and local information on the queues and network
load. For a given ASC, for each message, the path is
selected sequentially, starting with the shortest paths,
thereby determining the set U; of transit ASCs on the
path to the desired ASC of the recipient with a deviation
S from the shortest path.

No. | Product, syst. (unit) Type of operation Time [conv. units]
1 RAM-094 Access cycle 3
(RAM-095) Sampling time 0,6
2 ROM-098 Access cycle 3
Information I/ O time 6
Test time 1
3 PR-009 Average time of addition (subtraction) operation in combination mode 7
Average runtime of an addition (subtraction) operation in normal mode 20
Average runtime of a multiplication operation 200
4 15E1235 Time spent on pr'eve'ntive mai'ntenance,' troubleshooting, and elimination, 0.5 hours
resulting in a one-time solution to the PSA problem
5 15E1235 Command memory capacity 256 kbyte
Data memory capacity 192 kbyte
6 15E1235 Command Format System 0,1,2,3
7 115E1235 Bit grid 32 bits
] 1531142 System availability factqr 0,9995
Average system recovery time 0,5 hours
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Table 2— The list of implemented functions, type and num-
ber of operations included in the algorithm for
choosing a message path

. mber
Implemented Function Numbe
No. . of ope-
function type .
rations

Determining the values of the| ROM access 40

1 elements aji¢ (ajig) rows (col-

umns) of the adjacency ma- Addition 30
trix.
> Formation of a binary string Addition 40
of accessibility. mod. 2
The definition of an adjacent Addition 4
3 -
branch. Comparison 3
Definition of transit ASC set [—Aaddition 30
4 Addition
U 20
mod.2
Determination of the neces- Addition 100
5 | sary direction of information Comparison 50
transfer.
6 Route g;;=q;+S flagging. Addition 50
Addition 400

Determining the priority of
7 | the message (calculation of
the function T,).

Multiplication | 1600
RAM access 10
Comparison 10
RAM access 100
ROM access 20

Calculation of algorithms for
the formation, transmission

3 and processing of service Addition 200
information on the status of
the telecommunications Subtraction 300
network.
RAM access 250
9 | Reproduction of messages. | ROM access 40
Addition 200
Delivering information
10 through communication - -
channels.

For the further transmission, a ASC is selected as
the candidate’s ASC for the further transmission, the
transmission direction to which at the moment has the
minimum quoted queue length L, =/+1/, +/5,, where /

is the queue length, counted in messages for 1 commu-
nication direction channel.

At each step, according to S on the admissibility of
deviations from the shortest path, the telephone direc-
tion is first checked. If it is unacceptable, then the tele-
graphic direction is checked.

After determining the direction of further transmis-
sion, the priority of message transmission is determined.
For this, the function of estimating the time of bringing
the message is calculated as 7, =t6;d +0,(/+15,),
where d is the length of the residual path (in arcs) to the
recipient's ASC; o;,0, — constants selected from

ROM-098. Next, using the CS, the process of calculat-
ing the algorithms for the formation, transmission and
processing of service information about the state of the
telecommunication network is carried out. To bring
information to all ASCs, the message is propagated to
the higher links 1, 2 and 3 of the DTS allocated by ASC.

Further, through the communication channels, the
process of bringing information to the ASCs corre-
sponding to the levels (links) of the DTS is carried out.

Based on the data presented in tables 1 and 2, we
will create table 3. This table contains general informa-
tion about the number of operations of each type in-
cluded in the PSA. Table 3 also contains calculated data
on the total implementation time of all operations of
each type in the PNS contained in the PSA for four-byte
(32 binary bits (1 = 4)) bit words.

Based on the data in table 3, in accordance with
the expression (1), we determine the performance values
IIpys of the product 15E1235 when solving the PSA

algorithm in the PNS. Using the results of calculations
placed in table 3, we determine the time to solve the
PSA problem T,,,. We get that T,,, =0,33*10"
conv. units. Given that £;=¢,=0,2, we define the follow-
ing values: T;,(1-¢;)=T,,;(1-€,)=1,2 conv. units;
T.=1380 conv. units; T;=1 conv. units; T,in=0,5 conv.
units. n accordance with the expression (1), we deter-
mine the value of the productivity of the product
15E1235 when solving the PSA algorithm.

The calculation results showed that I7pyg =3

PSA / conv.units, i.e. the user productivity of the CS
processor in the PNS is equal to three PSA reference
tasks, one relative conventional unit of time.

In order to assess the performance of CS in RNS,
we will use the previously obtained research results. To
do this, it is necessary to determine the set of conversion
coefficients of the relative time for the implementation of
arithmetic operations, implemented on the basis of the
tabular principle (TP) [8], respectively, for the addition
K', subtraction K~ u comparison K®™ of numbers for
|1=4. From the table 3 we have that K" =2/ 63 = 0,03, K
=2/2048 =0,001 and K*™ =7/63=0,1 Based on the
obtained values of conversion factors, we determine the
values of the total implementation time of all operations
of each type. Table 4 summarizes the number of opera-
tions of each type included in the PSA and also the esti-
mated data on the total implementation time of all opera-
tions of each type in the RNS contained in the PSA for
four-byte (32 binary bits (1 = 4)) bit words.

Table 3—PSA characteristics in PNS

Item Type of Number of O'pera'tlon execu-
No. . . tion time [conv.
operation operations .
units]

1 RAM access 360 1080

2 ROM access 100 300

3 Addition 1314 9198

4 Multiplication 1600 320000

5 Comparison 63 441

Table 4-PSA characteristics in RNS

Item Type of Number of O'pera'tlon execu-
No. . . tion time [conv.
operation operations .
units]
1 RAM access 360 1080
2 ROM access 100 300
3 Addition 1314 275
4 Multiplication 1600 320
5 Comparison 63 6
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Based on the relation (1), the performance of the
CS in the RNS when solving the PSA was calculated.
Analysis of the results showed that the performance of
the CS in the RNS is equal to the value of []zyg = 500
PSA / conv. units, i.e. the performance of the CS proc-
essor in the RNS is 500 PSA reference tasks for one
conventional unit This is somewhere around 160 times
larger than with PNS (see table 5).

Table 5 further shows that using the tabular princi-
ple of data processing, as well as using well-known
calculated data, the use of RNSs provides a higher reli-
ability (in the probability of failure-free operation of the
Pcscrip(tpsa)) of the CS than with the use of the tripled
majority structure in binary PNS and with the smallest
additionally entered amount of equipment.

Conclusion

In accordance with the goal, in the article, a calcu-
lation and comparative analysis of the performance of
CS in PNS and in RNS was performed. As an example

Table 5-The value of some characteristics of the CS
for various number systems

- RNS of calculation and comparative analysis of data process-
CS characteristics PNS Tabular . par y proc
principle ing performgncc?, the basic task of the message sw1tch-
User productivity IT [PSA/ 3 500 ing process is given - _the task of choosing the transmis-
conv.units] sion path of a formalized message between subscribers
Reliability Pescpin(tesa) of the CS. The research results showed that the use of
[probability of failure-free | 0,9660 0,9999 RNS as a number system for CS allows, in comparison
operation] with PNS, to significantly increase the productivity of
The relative amount Vescein 64 60 processing data presented in integer form. Thus, the TP
of equipment [conv. units] implementation of the arithmetic operations that are part
The number A4 of addi- of the PSA, when compared with the binary PNS, al-
tional input amount of 100 87,5 lows to increase the performance of non-positional CS
equipment [%] operating in the RNS by 160 times.
REFERENCES

1. Krasnobayev, V., Kuznetsov, A., Yanko,A, Koshman, S., Zamula, A., Kuznetsova, T. (2019), “Data processing in the system
of residual classes. Monograph,” ASC Academic Publishing, 208 p. — ISBN: 978-0-9989826-6-3 (Hardback),

2. Akushskii, I.Ya. and Yuditskii, D.I. (1995), “Machine Arithmetic in Residual Classes,” Sov. Radio, Moscow, 440 p.

3. Krasnobayev, V., Yanko, A. and Koshman, S. (2016), “A method for arithmetic comparison of data represented in a residue
number system,” Cybernetics and Systems Analysis, vol. 52, Issue 1, pp. 145-150.

4. Krasnobayev, Koshman, S. and Mavrina, M. (2014), “A method for increasing the reliability of verification of data
represented in a residue number system,” Cybernetics and Systems Analysis, vol. 50, Issue 6, pp. 969-976.

5. 3uxos L. C., Kyuyk H. I'., IlImatkos C. I. Cunre3 apXiTeKTypu KOMI'IOTEPHOI CUCTEMH YIPaBIiHHA TPaH3aKIisIMH e-learning.
Cyuacni ingpopmayitini cucmemu. 2018. T. 2, Ne 3. C. 60-66. DOI: https://doi.org/10.20998/2522-9052.2018.3.10

6. Nechausov A., Mamusu¢ I, Kuchuk N. Synthesis of the air pollution level control system on the basis of hyperconvergent
infrastructures. Cyuacni ingpopmayivini cucmemu. 2017. T. 1, Ne 2. C. 21-26. DOLI: https://doi.org/10.20998/2522-9052.2017.2.04

7. Kyuyk H.I'., I'aBpunenxo C.1O., JykoBa-Uyiiko H.B., Co6uyk B.B. Ilepepo3nozin iHpopMaliifHuX MOTOKIB y rilepKOHBEH-
reprHiii cucremi / C.IO. TaBpunenko. Cywacui ingopmayiini cucmemu. 2019. T.3, Ne2. C. 116-121. DOI:
https://doi.org/10.20998/2522-9052.2019.2.20

8. Kavun, S., Zamula, A. and Mikheev, 1. (2017), “Calculation of expense for local computer networks,” 2017 4th International
Scientific-Practical Conference Problems of Infocommunications. Science and Technology (PIC S&T), Kharkov, pp. 146-
151.

Received (Hapuiiinua) 29.06.2020
Accepted for publication (ITpuitasita mo apyky) 02.09.2020

3anayva Bubopy HajiliHOro NLIAXY AJIA Mepeaadi MOBiIOMJIeHb Y KOMII'IOTEPHil Mepeski
A. C. Suko, 1. B. ®inb

AHOTanisi. AKTyaJIbHICTh JOCHITKeHHs. Y ICHYIOUHMX CHCTEMax Iepeiadi JaHUX B KOHTYPl YHpaBIIiHHS € KOMII fO-
TepHa cucreMa. Pe3ynbraTy aHaiizy poOOTH TEXHIYHHX CHCTEM Ta 3aco0iB 00poOKH iHpopMamnii B pe)KuMi peabHOro 4acy moka-
3a/1y, 0 B OiNBIIOCTI BUNAJKIB €()EKTUBHICTh BUKOPHUCTAHHS BCI€i CHCTEMHU B LIJIOMY 3aJI&KHTh BiJl e(eKTUBHOCTI 0OpOOKH
JaHux. OueBHUAHO, 10 OJHIEIO 3 HAMBAXJIMBIIIMX XapaKTEPHCTHK CIIELialli3oBaHOi cUCTeMH € ii MPOAYKTHBHICTb, 10 BU3HAYA-
€TbCs 00CAroM 00YMCIIIOBAIBHOI POOOTH 3a ONUHMIIO Yacy. OCHOBHA MeTa — BUPILIUTH 3aJa4yy BUOOPY HaJiHHOro IUIAXY Ie-
penadi MOBIIOMIICHB Yy KOMIT FOTepHill Mepesxi. Pe3yabTaTu. ¥V cTaTTi HaBeeHO PO3paxyHOK Ta MOPIBHAIBHUI aHaNi3 HaJilHOC-
Ti Ta MPOAYKTUBHOCTI OOUMCITIOBAIEHHUX CHCTEM B ITO3MILIHHII JBIMKOBIN CHCTEMI YHCIICHHS Ta B HEMIO3UIIMHIA CHCTEMI YHCIIeH-
HS B 3JIMIIKOBUX KJacax (cucreMa 3anuiukoBux kiaciB — C3K), mis po3paxyHKiB Ta TOPIBHAHHS MU PO3TIISIAAEMO NPAKTUUHY
3agady. Po3paxyHOK Ta MOpiBHsUIbHA OLIHKA HAIIMHOCTI Ta MPOLYKTHBHOCTI obumcimoBaibHOi cucteMu B C3K Tta icHyrouoi B
TIO3ULIHHIN IBIHKOBIN crcTeMi YuciIeHHs1 o04ncoBainbHOi cucteMu AIIO-221 BupoOy 15E1235 (ueHTp aBTOMaTHYHOI KOMYyTa-
uii nmoBigomiens — LIAK) npu BupimenHi ocHoBHoro 3aBaaHHs [{AK — 3amaua BuGopy nuisixy nepenadi ¢opmanizoBaHoro Imo-
BiZIOMJICHHS (aropuT™M BHOOpY LULIXY). BHcHOBOK. Pe3ynbraTi nocii/pkeHb rokasanu, mo BukopucTaHHS RNS sk cucremun
yucnenns it CS no3Bosse, mopiBHsHO 3 PNS, 3HauHO 3011p0IMTH TPOJYKTHBHICTE 0OPOOKN JaHMX, MPEACTABICHHUX Y IIJIOUH-
cenpHIN dopmi. Takum unnOM, peanizauis TP apudpmernynux oneparii, sxi € yactuHoo PSA, y nopiBHsHHI 3 aBiiikoBuM PNS
JI03BOJIsIE 30IBIIMTH IPOAYKTHBHICTD Heno3uuiiHux CS, mo npamtorors B RNS, y 160 pasis.

Kaw4yoBi caoBa: anroputm BHOOpY HUIIXY, KOMIT IOTEPHA CHCTEMa, KOMIT FOTEpHI CUCTEMH Ta KOMIIOHEHTH IIIBHJIKOI
00pOOKH IIIJIOUNCENEHUX JaHUX, MO3ULIHHI CHCTEMH YUCIEHHS, CHCTeMa 3aJIMIIKOBUX KJIACiB, CHCTEMH Iepeiadl JaHuX.
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