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SYNTHESIS OF INVENTORIES TO THE INTERFERENCE OF INFORMATION
AND TELECOMMUNICATION SYSTEMS

Abstract. The article deals with the development of analytical algorithms of information and telecommunication
systems formation that are invariant to the obstacle (additiveornon-aditiveone). The basic approaches to determine the
class of obstacles for which an invariant system can be constructed are discussed and analyzed in detail. It is established
that the invariance property of a feedback system guarantees the given probability of receiving information, but it does
not guarantee a preset speed of information transmission. Studies have shown that invariance is achieved by reducing
the noise immunity of additive noise. In a second-order phase-difference modulation system, the error probability is
invariant to the signal frequency, but it is greater than the error rate in the system with phase-difference modulation at a
constant signal frequency. As a result of the conducted researches it is established that the maximum of the undetected
error does not depend on the characteristics of the interference, but is determined solely by the parameters of the
correction code. The ways of improving the qualitative characteristics of information and telecommunication systems to
ensure their invariance to the obstacle have been determined by analytical means, which is confirmed by simulation

results and experimental data.
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Introduction

The main criterion of the effective functioning of
modern information and communication systems (ICS)
is the quality of data reception and transmission in all
modes of their functioning, including critical ones. In
practice, this problem has to be solved
comprehensively, since in these systems, the useful
signal and interference cannot substantially be
completely separated.

The search for appropriate methods is acceptable
only when the probability of transmitting information is
guaranteed [1], and in critical modes (the action of
concentrated interference) the property of system
invariance is guaranteed to unpredictable disturbances.

The peculiarity of the problem of invariance of
ICS is that the role of the invariant plays not the
instantaneous value of the original value, but some of its
statistical characteristics [2].

In ICS, obstacles acts as interference-
suppressersand as a characteristic of a system, which
must be an invariant of the interference is its noise
immunity, expressed quantitatively, for example,
because of the probability of error when it comes to
discrete information transmission systems [3, 4].

The required error probability value depends on
the type of information transmitted and ranges from 107
to 10, If the error probability exceeds the acceptable
values, then the transmission of messages becomes
impossible due to unacceptably poor quality.

If the error probability exceeds the acceptable
values, then the transmission of messages becomes
impossible due to unacceptably poor quality.

Changes to the characteristics of the information
channel are caused by a variety of obstacles inherently:

- the additive interference consists of a useful
signal, and a mixture of signals comes to the input of the
receiver. The parameters of the additive interference
directly determine the immunity of the ITS, and if it is a

information and telecommunication system, invariance, error probability, adaptive obstacle, additive

non-stationary random process, then the probability of
transmitting information changes;

- non-additive interferences lead to changes in
individual signal parameters and a channel that can be
expressed by changes in signal parameters.

In order to ensure the acceptable quality of
operation of a real digital transmission system, it is
necessary to maintain the error probability at a level not
exceeding a certain set value. This task can be
considered fulfilled if [5]:

- the probability of error is less than the set one
and remains unchanged, despite the presence of
interferences that cause non-stationarity of the
information channel;

- the probability of error under the influence of
interference changes arbitrarily in the range of values
below the set value and does not exceed this value under
any circumstances.

The purpose of the article

- to receive basic analytical algorithms for
constructing ICS invariant to additive or nonadditive
obstacles, as well as to determine the class of obstacles
for which it is possible to construct an invariant system.

- to identify ways to improve the performance of
ICS to ensure its invariance to the obstacle.

- to establish the capabilities of different types of
ICS in terms of achieving their invariance.

The main part

In practice, interference with spectrum-focused
parameters is often present, because, unlike thermal
noise power, their power is concentrated in a relatively
narrow frequency band [2]. If this band is less than
1/T , in the time interval T the focused interference can
be represented as a harmonic oscillation with random
amplitude, frequency and phase:

&) =a, cos(w,t+9,) . (1
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If the amplitude of the useful signal is «

S
compared with the amplitude of the interference a,, ,

then the reception of the signal becomes impossible due
to frequent failures. Unmistakable reception in these
conditions can be ensured by choosing a useful signal of
more complex shape than interference (1).

For example, we choose a signal in the form of
harmonic oscillation which changes phase by phase:

S(1) = sign (sin%t}as cos(wgt +¢g) , )

Where AT — duration of the element of composed
signal, AT << T

Two signal components (2) having opposite initial
phases are obtained experimentally and are shown in
Fig. 1, b. We believe that the system performs phase or
phase difference modulation of the signal (2). In Fig. 1,
a representation of the interference (1) is presented, the
case where the interference frequency coincides with
the signal frequency w; =w; ; the interference
amplitude is also selected equal to the signal amplitude
(a, =a,) for ease of comparison of the results of their

processing at the receiver output.
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Fig. 1. Experimental data of harmonic signal
and obstacle realization

Let us now follow the signal transformations and
the interference in the receiver. The receiver (Fig. 2)
consists of two sequentially included multipliers M; and
M,, which multiply the received signal

M; M, >
x(1) 1 3
— ] » % » I —~<:()m
In /'y r'y 0 -
S p(1)

Fig. 2. Schematic diagram of the receiver
of the sequential composite signal

f)n

x(1) =80 +&(0), €)

On the reference oscillations f(¢) = sign sinA—nTt and

O(t) =ag cos(ogt+¢g) , and integrator. Since the
scheme is linear, one can consider separately the signal
conversion and interference. The results of
multiplication at output M1, respectively for the signal
and interference are presented in Fig. 1, c, d.

As a result of multiplication, the broadband signal
was turned into a narrowband and narrowband
interference into a broadband signal. Since the next part
of the circuit is a correlator consistent with the
narrowband signal, the effect of broadband interference
on the output of the integrator is negligible.

The Fig. 3 shows the output signal voltages (solid
lines) and interferences (dashed lines) are obtained.
Although the signal power is equal to the power of the
interference, the effect of the interference at the output
of the receiver is many times less than the effect of the
signal.

if(.’ ]{;;;;}sin wtdt

v B o o

A
7
b3
7
N\
X

"f I U){E‘::;}-Sinﬂmﬁ
Fig. 3. Output signal voltage and interference

With the selected amplitude of the obstacle, no
realization of it can lead to failure, that is, the system
under consideration is completely invariant to the
spectrum-limited obstacle with limited amplitude. This
is achieved by the redundancy of a signal consisting of
ten elements carrying the same information. By
increasing the number of elements of a signal, its
redundancy, it is possible to reduce the effect of the
interference or, in the same way, to ensure the
invariance of the system to interference with a large
range of change in amplitude.

To provide invariance to amplitude interference
a, <max a, = A4, it is necessary that the number of

elements m of the composite signal (2) be not less than

A
m=2+3-"2.
a

(4)

S

If relation (4) is being held, then the probability of
error in this system is zero and thus,

p=invarg.
Following a given rate of information
transmission, an increase in the redundancy of the signal
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m leads to a proportional broadening of its spectrum,
which is a charge for the achieved invariance of the
system to a spectrum-focused interference [5].

In real broadband systems, it is complicated by the
fact that, in addition to concentrated interference, they
have fluctuating noise.

The noise immunity of the system with respect to
fluctuation noise is determined by the ratio of the signal

energy O to the spectral density of the noise power cg ,
the magnitude

=L EL By (5)
Gg Pn

where P, — signal power, B, — average interference
power, T — signal duration, Af — bandwidth of the

channel, which does not depend on the shape of the
signal, including the number of elements of the
compound signal with a fixed energy.

Since the effect of fluctuation noise is entirely
determined by the value of h, it is considered that the
system 1is invariant to the interference from h is not
changed under the influence of &.

As an invariant, we consider not the influence of
the ¢ but a function p(h).

In the broadband system under consideration, this
function is not a strict invariant of influence but with a
large redundancy of the composite signal, the function
p(h,&) is little different from function p(%,0) and,
therefore, it is possible to speak about partial relative
invariance of the system to interference&.

Mathematical notation corresponds to the concept
of invariance relativity

p(h) =invarg . (6)

The redundancy of composite signals is estimated
to be the magnitude of their base, which is understood
to be the product of the duration of a T signal on the
width of its spectrum Af . Because Af = 1/ AT , then, the
base of the signal is approximately equal to the number
of elements of the compound signal: AfT =m. By
increasing the base of the signal, one can approximate
function p(h,&) to function p(h,0), that is, the relative
invariant system to absolute invariance.

In the case of both interference — fluctuation noise
and concentrated interference, relation (4) can be
considered as a necessary but insufficient condition of
invariance.

To obtain a sufficient condition, it is necessary
to determine the dependence of the loser in the noise
immunity (compared to the case of no obstacle &)
from AfT .

The noise immunity loss can be conveniently
expressed as the equivalent increase in signal energy
required to compensate for this loss. Let us estimate the
energy loss caused by the appearance of a concentrated
interference at the output of a coherent receiver, which
calculates the convolution of the received signal x(¢) (3)
and the reference oscillation S(7):

T
Jx(t)] = j x()S(t)dt . (7)
0
The integral (7) is decomposed into two
components:
T T
Jx(t)] = j S2(t)dt + j E(0)S(t)dt (8)
0 0

the first is equal to the energy of the useful signal, and
the second is the effect of the interference. By
decomposing the signal and the interference in the
Fourier series at the interval [0, T] and confining
ourselves to only additives with frequencies inside the
bandwidth of the channel, we obtain:

k
T <2
J[x(0)] = PST+E D agoy + by 9)
k=ky
where a; ,b;, — signal decomposition coefficients,
o, B, —interference decomposition factors,
ky —k +1= AfT —the basis of the signal.

If there was no & obstacle, the system's noise
immunity would be determined by the signal
energy O=PT . In the presence of concentrated

interference, the signal energy in the worst case, when
the results of signal processing and interference have
different signs, is reduced by

r b
Y=— Z a; oy +kak

2k—k

="

and gets equal:

Ouy =01 (10)

Let’s define the extremum of magnitude |y| by
considering that the signal has a uniform spectrum and

that ay =bk =C.
Then

k
cT &
Y=72ak+ﬁk~ (11)

ke=k,

Having calculated the Fourier coefficients o and
B, for the obstacle (1), we get

ky

D oy +By =

ke=ky
ky .

sinAw, T . cosAw;, T —1
= Z cosd, k +sin¢,, k
k:k] O)k AO)kT
. sinAw; T cosAm; T —1

—smd)n—k+cos¢n—k

where Ao, =, —k2—;=2n(fn -k/T).
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Considering that
sin(Aw; T +¢,,) +cos(Aw, T +9,,) —

. <3,
—sind,, —cos ¢,

ka )
we get > oy +Bi|<3a, D1/ Awy T,
K=k, K=k,

2n 2n 2n
since Aw;, =®, —k— and kj — <o, <k, —.
k n T 1 T n 2 T

Therefore, for the effect of noise on the output of
the receiver the following estimate is valid:

|Y| < 3ca,T(In AT +1)

4 (12)

Let’s now find a quantity ¢ = Q/Q,;, that shows

in how many times the energy of the signal is greater
than the equivalent energy of the signal, taking into
account the effect of the concentrated interference. To
do this, we express the magnitude of the decomposition
coefficients of the signal due to its power. Having used
the correlation

ky

Z alg +b,§ =P,

ke=ky

taking into account the equation a; =b, =c we get:

B
C = .
\ 2A/T

Substituting (13) in (12), on the basis of (10) we

(13)

get

P
q<Q{13n1

0-h | am\B JAT

It follows from (14) that for any fixed ratio of
interference power to the power of the signal P,/P;, the
effect of the interference effect by increasing the signal
base AfT can be arbitrarily arbitrary. In particular, if the

-1
ln(AjT+1)} .(14)

condition of invariance is given the maximum
permissible excess of g, then one can find a base AfT at

which a given degree of relative invariance of the
broadband system under consideration will be achieved
to the concentrated interference.

As a rule, the base cannot be increased
indefinitely, because with a given symbol rate of 1/T,
this can only be done by extending the channel
frequency band, which is always difficult. For example,
in a shortwave radio channel, the bandwidth allocated to
one station cannot exceed tens of kHz. Even
if Af =100 kHz, then at a manipulation speed of 300
parcels / s ( T =3/33 ms) the base of the system
is AT =330.

With such a base, the maximum permissible

excess of interference power over the signal power is
only ten (P,/P:=10), if it is considered possible to reduce

by half (¢=0/0,, ) the equivalent energy of the
signal (14).

As the bandwidth is widened, the likelihood of
multiple narrowband interference increases, causing
additional difficulties.

Therefore, the possibility of achieving invariance
within systems with constant parameters is limited
(which, however, does not imply that these possibilities
should be neglected).

Let’s consider a broadband system with a
composite signal and an adaptive receiving device
(Fig. 4). As elements of a compound signal, harmonic

oscillations with frequencies ®;,®,,...,,, are used,

and the signal itself is the sum of these oscillations.
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Device for measuring
interference paramefers

Fig. 4. Block diagram of an adaptive receiver
of a parallel delivery channel

V In the receiving device (Fig. 4), the signal passes
through the bandpass filter system F,F,,....,F, with

frequencies ®,®;,...,® resulting in separate

m
frequency components being completely separated at
the outputs of the bandpass filters. Each element of the
composite signal then passes through an amplifier with
adjustable gear ratio and enters the demodulator. The
demodulated elements of the composite signal are
jointly processed in order to decide on the transmitted
information symbol. Because they carry the same
information, the transmitted symbol can be defined by
the "voting method" in most demodulation results of the
signal elements, in this case the adder ) acts as a
majority logic. In the case of the addition of analog
voltages at the outputs of the demodulators, the adder is
a device for adding analog signals.

In the output part of the adaptive receiver there is a
processing unit of signals carrying the same
information, and the resultant effect consists of partial
effects on the outputs of the separation filters.

The possibility of achieving invariance in the
system under consideration is based on the fact that the
interference-focused noise channel passes only through
one of the separation filters and, therefore, affects only
one of the receiver m channels. If you exclude this
affected channel from further processing, the system
will be completely invariant to the interference that isg,
it can be recorded as

p=invar§=0.
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The device measuring the parameters of the noise
is used to determine the affected channel. The
algorithms of his work can be very different [6]. Since
the composite signal has a large redundancy, comparing
the result of the total signal processing with the results
of processing in each channel, you can identify the least
"quality" channel. The interference measurement device
can determine the interference level in the
communication channels by comparing the output level
of each filter with the average output level of all
separation filters. For any algorithm of operation of the
device measuring the interference, it must produce a
command to set the transmission coefficients of the
corresponding amplifier. For significant interference in
the i-th link, the transmission ratio of the i-th amplifier
is almost zero.

With the presence, in addition to the concentrated
interference &, also the fluctuation, in the considered
system with variable parameters as in the system with
constant parameters, only relative invariance to the
interference & is possible. Indeed, when one of the
channels of the receiver is blocked together with the
interference, some of the useful signal is eliminated, so
the probability of error in the presence of a concentrated
interference is somewhat higher than without it. This
increase in the probability of error can be made very
small by increasing the redundancy of the signal and,
accordingly, the number of receiving channels.

The advantage of a variable-invariant system over
a constant-parameter invariant system is that it can
provide invariance (absolute or relative) to an
interference with a much larger range of amplitudes. In
a system with constant parameters, invariance is ensured
with respect to interference with amplitude not
exceeding a certain value, depending on the base
(redundancy) of the composite signal. In the system
under consideration with variable parameters, the
maximum permissible interference amplitude is
independent of the signal base and is determined solely
by the ability of the bandpass filters to suppress the
signals lying on the frequency outside the bandwidth. It
is easy to build filters with fading hundreds of times
without the bandwidth, such a system can provide
suppression of great interference. A large signal base is
also required to ensure small noise immunity in the case
of fluctuating noise in a variable parameter system.

The system under consideration with variable
parameters is invariant to the noise-focused one;
Compared to similar systems with constant parameters,
it is invariant to a wider class of concentrated
interference.

Generally a non-additive interference causes a
random change in the signal parameters. Let’s consider
a signal with a random frequency. The causes that cause
a change in the frequency of the signal are very varied:
instability of task generators, rapid movement of the
source of electromagnetic oscillations or changes in the
medium reflecting these oscillations (Doppler Effect).
[7, 8]. We believe that the output of the demodulator
with constant parameters receives a signal

x(t) = asin[(wg + &)t + 9],

(15)

where § — a random variable equal to the deviation of
the signal frequency from the mean o).

Since the frequency of the signal is unknown, in
the class of systems with constant parameters it is
impossible to receive the signal (15) by a coherent or
optimal incoherent method. Thus, autocorrelation
technique should be used [6, 9].

The algorithm of autocorrelation signal reception
with a single first-order phase difference modulation is
of the form [10, 11]

T
1= signjxn (t)x,_ ()dt,
0

(16)

where [ ==£1 —transmitted information symbol, x,(¢) i
x,.1(f) —two consecutive signal parcels, equal, according
to formula (15):

x,_1(t) = asin[(wg + &)t +¢,_11,(n-1)T <t <nT,
x,(t)=asin[(og +E)t+ ¢, ],nT <t < (n+1)T.

(17)

The delay time t is equal to the duration of the
parcel T, but in real devices, these values are always
different due to implementation errors.

As a result of carrying out a modelling the
dimension of voltage at the output of signal was
determined (fig. 5), the integral in the right part of the
statement was calculated for this (16).It should be noted
that the (n - 1) - a sending the signal after pairing it with
the nth (by means of the delay line) will take the form

x,_1(t) = asin[(wg +E)(t+1)+¢,_].

In x(1)

Y
e
h 4
e |

=T
delay
line

Fig. 5. Structural diagram of autocorrelation signal receiver
with phase difference modulation

The result is

Jz}az[ sinf(w +£)-+4, 1 jdtz
o \xsin[(@g +E)t+ 1)+, ]

=“2—Tcos(¢ -0 +§t)+Lx
2 no el 4w +E)

X (sin(d)n +¢,_1 +&1)—sin(d, + ¢, +ET+ 2<‘;T)).

When calculating expression (18), we take into
account that

(18)

0T = 0yl = 2nk.

For simplicity we neglect the second term in (18).

This can be done if
0y +&>>2n/T,

(19)

that is, in the case of a narrowband signal.
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Then

2
J =% co0s(b, ~ 1 + 50 (20)

As can be seen from (20), with the phase
difference modulation, the result of signal processing at
the output of the autocorrelation receiver depends on the
change in the frequency of the signal & If &t>m/2,
then the sign of the value J changes and according to
algorithm (16) there will be an error in receiving the
message.

Therefore, the phase difference modulation system
is invariant to the interference that causes the signal
frequency to change:

p# invarg.

Consider a  second-order  phase-difference
modulation system in which information is embedded in
a second phase difference signal equal to

A%G = a1 =) = (0 — ) =
= ¢n+l _2¢n + ¢n—l P

The scheme (Fig. 6) contains two autocorrelation
signal receivers. On one of them the signal is received
through an additional phase shifter, which changes the
phase to /2.

The voltages at the outputs of the integrators are
proportional

cos(¢p, —d,,_1) and sin(dp,, —¢,_p).

The part of the circuit consisting of elements of
memory of constant voltages (RAM), multipliers of
constant voltages

cos A%, =cos(d, ~ by 1) €081~ 0y) +
+sin(9,, — ¢,_1) sin(d,, .1 — ).
In general, the receiver (Fig. 6) implements such a

mathematical  algorithm  for  processing three
consecutive signal parcels x,,_;(¢),x, (¢),x,.1(t):

1)

(22)

I =sign(X, X, +Y,Y, ). (23)

T
Xﬁ:j%HUMAOﬁ
0

T
X1 = jxn (), (dt
0

. (24)

Yy = [t (O (1)t
0

T
Yooy = [ %, (0% g (D)t
0

* the Hilbert transformations of the corresponding
parcels are marked (this operation is performed by the
phase shifter Fig. 6) [12, 13]. Carrying out calculations
similar to (18) and (20) by (24), we obtain

x(1)

In

Fig. 6. Structural diagram of the autocorrelation signal
receiver with second-order phase-difference modulation

2
aT
X, = 5 cos(d, 41 — ¢, +&1),

2
a“T
X, = —2 cos(d, —b,_ +&1),

5 (25)

a’T .
Y, = 5 Sln(¢n+l _¢n +E1),

2
aT .
Y, z—z sin(¢,, —¢,,_; +E&1).

where & — random signal frequency deviation, and t—
the duration of the signal delay in the circuit (Fig. 6),
approximately equal to the duration of the parcel T.

Substituting (25) into (23), we obtain that the
magnitude of the voltage at the output of the
autocorrelation signal receiver with second-order phase-
difference modulation becomes

JIxO] =X, X, +1, Y, =

2 26
= %cos(d)nﬂ -2¢, +¢,_1) =invar& 20

Therefore, the output voltage of the signal receiver
with second-order phase-difference modulation is
proportional to the second phase difference and does not
depend on the signal frequency.

Thus,

p=invar§.

A system of transmitting discrete information with
second-order phase-difference modulation is absolutely
invariant to the signal frequency i.

However, invariance is achieved by reducing the
noise immunity of additive noise. In a second-order
phase-difference  modulation system, the error
probability is invariant to the signal frequency, but it is
greater than the error probability in the phase-difference
modulation system at a constant signal frequency. This
provision is illustrated in Fig. 7, which presents a
qualitative picture of the relationship between the noise
immunity of second-order invariant phase-difference
modulation and non-invariant  phase-difference
modulation.

In the absence of a frequency layout (£ =0), the
probability of an error in a non-invariant system is less
than the probability of an error in the invariant.
However, if the requirement for noise immunity of the
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information transmission system p < p;:; (dashed line

in Fig. 7), the system with second-order phase
difference modulation satisfies this requirement, and the
system with phase difference modulation.

For a channel with an undetermined signal
frequency, it is obvious that not only a second-order

phase-difference modulation system is invariant.

it
0 s
L~
10_1 Ao
T O N N Y N I I N O Y
107 /Z
3 el
_'——'"__—/
=3 —1
10 ©
anuir\r

Fig. 7. Characteristics of noise immunity

of invariant and non-invariant systems:

1 - probability of error in the system
with phase difference modulation ( Py, # invarg);
2 —valid error probability;
3 - probability of error in the system
with phase-difference modulation
of the second order ( Py,,;; =invarg)

In some cases, there are a number of invariant
(totally invariant) systems to a particular interference,
and the question arises as to which one to choose. If the
probability of error in several systems is an invariant of
some interference, then the best, optimal invariant
system is the one in which this probability is less.

Let’s consider additive noise and fluctuation noise.
We  believe that the noise power varies
indefinitely (0...00).

The mathematical model of such interference is a
non-stationary Gaussian random process with unlimited
variance [14].

In such a non-stationary communication channel,
invariance to the non-stationary interference can be
ensured by adaptive ICS.

This system changes not only the algorithm of the
receiver but also, in agreement with it, the algorithm of
the transmitter.

Code combinations of length n are transmitted
through the direct communication channel of this
system, with symbols from each combination & being
informative and others (n—k) valid.

The receiver's decoding device operates in error
detection mode: if a fault is detected in this
combination, a feedback channel sends a request to
repeat the combination.

A mistaken combination is transmitted a second
time; if the error is not detected, then the following
combination is transmitted; if the error is detected again,
a second request is sent, etc.

In such systems, one of the characteristics of fault
tolerance is the probability of an undetected error p; ;,

since incorrect information is given to the consumer
only if the error is not detected.

Let’s suppose that the system under consideration
specifies the maximum acceptable probability of an
undetected error p;; pum -

Pdi < Pdi edm - (27)

We consider a system invariant to fluctuation noise
if inequality (27) holds for all possible values of
interference parameters.

If the probability of an undetected error is a
monotonic function of the interference power, then the
value p;; will be max at the maximum interference

power.

With interference power going to infinity, the
probability of mistakenly registering one double
character code combination is to 1/2 . Then any double
combination is equally likely to occur at the decoder
output. An error will not be detected if a combination of
code-specific combinations is made of random double
characters. Therefore, the maximum p,; is equal to the

ratio of the number of code combinations (n,k) of this

code to the total number of double combinations of
length n, max

pai =28 12m =2k,

The maximum of the detected error does not
depend on the characteristics of the interference, but is
determined solely by the parameters of the correction
code; that is, if the noise is still indicated by & , then

max
Dg; =invar&,

If, 2" < py; i oum besides, the adaptive ICS is

invariant in the above value to the fluctuation noise.

The difference between the concept of invariance,
which appears here, from the similar concept in the
previous examples, where the probability of error did
not change when changing the parameters of the
interference should be emphasized; in this example, the
error probability changes, but does not exceed some of
the maximum permissible value under any parameters
of interference. In other words, previously the invariant
of the error was the probability of error, and now the
invariant of the error is the acceptable maximum of this
probability. However, in this case it is possible to speak
about the invariance of the system, since the quality of
telecommunications (in view of noise immunity) cannot
be worse than the set in any circumstances.

Conclusions

The research has found a general reduction in the
speed of information transmission due to the presence of
interference at the entrance to the ICS and the use of
code with redundancy.
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As the power of the interference increases, the It should be noted that, although the invariance
frequency of '"rewriting" increases and the rate of property of a feedback system guarantees a given
information transmission slows down, and in the probability of information, it does not guarantee a
presence of a powerful interference the actual speed of  predetermined rate of information transmission.
information transmission drops to zero: in fact, in this This is natural, because in this case the bandwidth
mode the system "directs efforts" not to the transmission ~ of the communication channel is zero, and the only
of information, but to "preventing" false ones thing that can be achieved is not to receive erroneous
combinations to the consumer. information.
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CuHTe3 iHBapiaHTHHX 0 NepemKoIn
indopmaniiino-TesleKOMyHIKaNiHHAX cHCTEM

O. B. llledep, b. B. Tomixa, B. O. lledep, C. B. Murans

Anotanisi. Crarrs npucBsueHa po3poOJICHHIO aHATITHYHUX AJITOPUTMIB T00Y0BH iH(OpMALIiHHO-TeJICKOMyHiKaIliHHUX
CHCTEM iHBapiaHTHUX JI0 MEPerKoaun (aquTiHBHOI a00 Hea uTHBHOI). [leTaabHO PO3TILHYTI Ta MpoaHAaIi30BaHI OCHOBHI MiIX0aM
BU3HAUCHHA KJIacy IEpelIKoj JUll SKMX MO)KHa MOOynyBaTH iHBapiaHTHy cHCTeMY. BcCTaHOBIEHO, IO BIACTHBICTb
IHBapiaHTHOCTI CHCTEMH 31 3BOPOTHHM 3B'I3KOM rapaHTye 3ajaHy BiporifHicTh NpuiioMy iH(opMallii, ajle BOHa HE rapaHTye
Harepes 3alJaHy MBHIKICTH nepenadi iHgopmarii. [IpoBexeHi mocCHmijpKeHHS IOKa3aid, IO IHBAapiaHTHICTH JOCSATAEThCS 3a
PaxyHOK 3HIDKEHHS 3aBaJOCTIMKOCTI CTOCOBHO aJIMTHBHHX 3aBaj. Y cHCTeMi 3 (ha30pi3HUIEBOI0 MOAYIISILIEIO IPYrOro MOPSIKY
IMOBIpHICTb TOMMJIKM IHBapiaHTHAa JI0 4YacTOTH CHUTHAly, ajle¢ BOHA Oinblla, HDK IMOBIPHICTh HOMHIKM B CHUCTEMi 3
(ha30pi3HULIEBOI0 MOIYJISLIEIO ITPU HE3MiHHIHM YacToTi curHaimy. OTxe, TOCIIKEHHS BHSBUIIO 3arajibHe 3HIKEHHS IIBHIKOCTI
nepezadi iHGopMallii yepe3 HassBHICTb IEPEIIKOJ] HA BXOAI B CUCTEMY Ta BUKOPUCTAHHS KOAY i3 HaAMIipHICTIO. 31 301IbIICHHIM
MOTY)XKHOCTI TepelIKol 301IbIIyEThCS YaCTOTa (IIEPENMCYBaHHS», a LIBUIKICTh nepeznadi iHdopmalii CroBUIBHIOETBCS, a 3a
HAsBHOCTI TOTYXHOI Iepelmkoan (akTWyHa LIBUIKICTH nepenadi indopmaiii majgae n0 Hyns: GakTHUHO B IIbOMY PEXUMI
cucreMa "cnpsiMOBye 3ycuiuii" He Ha nepenady iHdopmauii, a Ha "3amoOiraHHA" NOMHIKOBMM KOMOiHALisAM CIOKHBaya. Y
pe3yNnbTaTi NMPOBEICHUX JIOCHIPKEHb BCTAHOBJICHO, 1[0 MaKCUMyM HEBHSBICHOI IMOMMJIKHM HE 3aJIeXKUTh BiJl XapaKTEPUCTHK
3aBaJi, a BU3HAYAETHCS BUHATKOBO IIapaMeTPpaMU KOPUI'YBAJIbHOTO KOAY. AHAIITHYHUM LIISIXOM BU3HAYEHI IIUIAXH HOTIMIICHHS
SKICHUX XapaKTepUCTHUK iH(POPMaIiHHO-TeIeKOMYyHIKaliHHUX CHCTEM I 3a0e3NedeHHs iX 1HBapiaHTHOCTI JI0 NEPEeLIKOAH, 110
MATBEPKEHO pe3yJIbTaTaMH MOJICIIOBAHHA Ta EKCHEPUMEHTAIbHUMM JaHuMH. Ciif 3a3HauMTH, 110, XO4Ya BIACTUBICTH
IHBapiaHTHOCTI CHCTEMH 3BOPOTHOI'O 3B'I3Ky rapaHTye 3a/laHy HMOBIpHICTb iH(OpMallii, BOHa HE rapaHTye 3a3/aJierib 3aJaHy
BUJIKICTD nepenadi iHpopmaii. [le mpuponHo, TOMy 110 B LIbOMY BUIAJKY IPOIYCKHA 3/aTHICTb KaHAIly 3B'A3KY JOPIBHIOE
HYIIIO, 1 €/I1HE, YOr0 MOXHA JIOCATTH, - LI¢ He OTPUMYBAaTH IIOMUIKOBY iH(popMariro.

Karw4dosi ciaoBa: indopmaniliHO-TelIleKOMYyHIKallifiHa cucTeMa, iHBapiaHTHICTb, HMOBIPHICTh IIOMMJIOK, ajanTarjiina
MEePEIIKO/Ia, aJUTHBHA MEPEIIKO/la, 3aXHUILEHICTb B/l LITyMYy.
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