A METHOD FOR DISTRIBUTING TRANSACTIONS TO HYBRID CLOUD DATA STORAGE

Abstract. The article discusses the current task of optimal resource allocation in CLOUD systems that support hybrid cloud data storage. The purpose of this article is to develop an optimal distribution method of several heterogeneous transactions to a hybrid cloud data storage, connected by a common bandwidth limitation. The optimization criterion will be the minimum cost. Information flows have certain points of departure and destination, are heterogeneous flows with common restrictions on the bandwidth of the communication channels used. The results obtained. The method is based on the construction of network graphs. The optimization problem is reduced to the distribution of flows in the network in such a way that, if the requirements of the cloud hybrid data storage are met, the cost of transmitting the flow in the network is minimal. To solve it, an iterative algorithm for constructing the maximum admissible flow is proposed. At each iteration, the simplex table of network graphs is modified. The direction of further research is the development of a method for optimizing the structure of cloud data storage.
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Introduction

In recent years, "cloud technologies" have gained enormous popularity in the field of information technologies [1, 2]. The modern IT market offers a large number of software products that support this technology (hereinafter referred to as CLOUD systems) and ensure the functioning of cloud data storage - a model of online storage in which data is stored on numerous distributed in the network, servers provided for use by clients, as well as cloud computing, which provide distributed data processing, in which the user receives computer resources and power as an Internet service [2].

Among a number of problems that arise during the implementation of CLOUD systems, the most relevant are those related to the distribution of system resources, which is caused by both the significant growth of users and the expansion of services provided by modern CLOUD systems [3, 4]. In particular, there is the task of optimal allocation of resources in CLOUD systems that support hybrid cloud data storage (HCSD). A special place among such tasks is the task of optimal distribution of various information flows with the aim of minimizing the cost of their passage.

The purpose of this article is to develop a method optimal distribution of several different transactions to the hybrid cloud data storage, connected by the general limitation of bandwidth.

The optimization criterion will be the minimum cost. Information flows have specific points of departure and destination, they are heterogeneous flows with common limitations on the bandwidth of the used communication channels (CC).

Let's consider the algorithm of its solution. Given a distributed computing network with a cloud component, which is characterized by an undirected, edge-weighted graph \( G = ( \{ Z, Y, b, c \} ) \) bandwidths of CC and the costs of transmitting a unit of information on them and the graph \( \Gamma = (Z, W, \rho) \) requirements for the transfer of information flows between nodes of a distributed computing network. Here are \( Z = \{ Z_1, Z_2 \} \) - renumbered set of graph vertices \( G \) and \( \Gamma \) - being in isomorphism to nodes distributed computing network, \( \Gamma = \{Z_1, Z_2 \} \) - number of graph vertices \( G \) and \( \Gamma \); \( Y = \{ y_1, \ldots, y_n \} \) - renumbered set of graph edges \( G \), are in isomorphism to CC distributed computing network, \( n = |Y| \) - number of graph edges \( G \); \( b : Y \rightarrow R_+ \) - weight function that determines each edge \( y_i \in Y \) throughput \( b_i \), \( 1 \leq i \leq n \); \( c : Y \rightarrow R_+ \) - weight function that determines the cost of transferring a unit of flow \( C_{y_i} \) edgewise \( y_i \in Y \); \( W = \{ W_1, \ldots, W_m \} \) - renumbered set of graph edges \( \Gamma \). Edge \( W_j \in W \), \( 1 \leq j \leq m \), connects two vertices of a graph \( \Gamma \), if between corresponding nodes distributed computing network information is exchanged. The amount of information flow to be sent along the edge \( W_j \) given by the weight function \( r : W \rightarrow R_+ \), defining each edge \( W_j \in W \) graph \( \Gamma \) required flow \( r_j \). The number of information flows that need to be distributed in the network is equal to \( m = |W| \).

Required for given graphs \( G \) and \( \Gamma \) distribute the flows in the network in such a way that, if the requirements of the graph are satisfied, \( \Gamma \) the cost of transmitting the flow in the network was minimal. To present the formal formulation and algorithm for solving this problem, we introduce a number of definitions.

Distribution \( \gamma \) flows of information transmitted to a distributed computing network defined by graphs \( G \) and \( \Gamma \), of information flows transmitted to a distributed computing network defined by graphs \( H(\gamma) \). Here \( \rho' (\gamma) = \{ \rho_1', \ldots, \rho_m' \} \) - a set that establishes the volumes of transmission of information flows in the distribution \( \gamma \) between each pair of vertices for which in the graph \( \Gamma \) there is an edge. Element \( \rho'_j \in \rho'(\gamma) \) defines in distribution \( \gamma \) real flow between \( j \)-th pair of graph vertices \( \Gamma \). \( Q(\gamma) = \{ q_1, \ldots, q_n \} \) set - each element of which \( q_i \) is the total flow along the edge \( y_i \in Y \) of graph \( G \) in distribution \( \gamma \). \( H(\gamma) = \{ H_1, \ldots, H_n \} \) - set family \( H^j = \{ H_1^j, \ldots, H_n^j \} \), made up of routes where it is transmitted \( j \)-th flow in distribution \( \gamma \). Each route \( H^j_p, 1 \leq p \leq Z(\gamma) \) corresponding threesome \( \langle A^j_p, d^j_p, c^j_p \rangle \), where
Graphs are given \( G = \langle Z, Y, b, c \rangle \) and \( \Gamma = \langle Z, W, r \rangle \). Required to maximize \( \lambda = \sum_{j=1}^{m} \sum_{p=1}^{n} X_{pj} \) under conditions:

1) \( \forall y_{i} \in Y \exists q_{i} \in Q(\gamma) \wedge b_{i} = b(Y)q_{i} + S_{i} = b_{i} ; \)
2) \( X_{pj} \geq 0 \).

Denote by the function \( \mu \) the share of the total required flow, which is realized in the distribution \( \gamma \). In the course of the further presentation of the algorithm, we will use the vector form of data representation and distribution results.

Associate the functions \( b \) and \( c \) the vectors \( \bar{b} \) and \( \bar{c} \), where \( \bar{b} = (\bar{b}_{1}, \ldots, \bar{b}_{n}, \bar{b}_{n+1}) \) - graph's edge capacity vector \( G, \bar{b}_{1} = b_{1} ; \bar{b}_{n+1} = \mu \) (at the start of execution \( \bar{b}_{n+1} = 0 \)). \( \bar{c} = (\bar{c}_{1}, \ldots, \bar{c}_{n}) \) - cost vector (lengths) of graph edges \( G, \bar{c}_{i} = c_{i} \). We also have: the identity matrix \( \bar{B}_{0} \) size \((n+1)\times(n+1)\) (an additional dummy variable is introduced), wherein \( \bar{b}_{\alpha, \beta} = 1 \), if \( \alpha = \beta \), \( 1 \leq \alpha \leq (n+1), 1 \leq \beta \leq (n+1) \), and \( \bar{b}_{\alpha, \beta} = 0 \) if \( \alpha \neq \beta \), the matrix of the current basis \( \bar{B}^{-1} \) (at the start of the algorithm \( \bar{B}^{-1} = \bar{B}_{0} \)). Distribution \( \gamma \) determined by the current simplex table (matrix \( \bar{B}^{-1} \) and vector \( \bar{b} \)).

The algorithm for constructing the maximum allowable flow is iterative. At each \( k \)-th iteration, the simplex table is modified.

**Step 1.** Taking the values of the vector as the length of the edges \( \bar{c} \), find in the graph \( G \) for each required graph flow \( \Gamma \) (edges \( W_{i} \in \bar{W} \)) the shortest route, for example, using the Deijkstra method [3] and not taking into account the restrictions on the bandwidth of the edges, we implement the entire flow along this route \( r \in \bar{r}(W) \).

Route parameters are stored in a set family \( H(\gamma_{0}) \). As a result, we have the distribution of the total flow over the edges of the graph \( G \), represented by the vector

\[
\bar{q}^{k} = (q_{1}^{k}, \ldots, q_{n}^{k}, q_{n+1}^{k}) ,
\]

where \( q_{i}^{k} = \sum_{j=1}^{m} r_{j}h_{j} \) \( h_{j} = \begin{cases} 0, & y_{i} \notin A_{j}; \\ 1, & y_{i} \in A_{j} \end{cases} \), \( A_{j} \) - composition of the shortest route between the \( j \)-th pair of nodes of the graph \( \Gamma, A_{j} \in H(\gamma_{0}) \). Vector \( \bar{q}^{k} \) entered into the simplex table. **Step 2.** Among the positive components of the vector \( \bar{q}^{k} \) determined \( q_{i}^{k} \) with the minimum value of the ratio \( \bar{b}_{i}^{k-1} / q_{i}^{k} \) (here \( \bar{b}_{i}^{k-1} \) - component of the vector \( \bar{b}^{k-1} \) the current capacities of the edges of the graph \( G \)). Number \( i \) of the selected component determines the leading row of the simplex table. Let us formulate a new
value of the vector $\vec{q}_{k^*}$. To do this, we separate everything except $\vec{q}_k$ vector components $\vec{q}_k^*$ at $(-\vec{q}_k)$ (negative leading value), and set the leading value to $1/\vec{q}_k^*$.

**Step 3.** Let us replace in the original identity matrix $\vec{B}_0$ i-th column vector $\vec{q}_{k^*}$ and get the matrix $\vec{B}_k$. We can form the current simplex table, that is, we form: the matrix of the current basis $\vec{B}^{-1} = \vec{B}_0\cdot \vec{B}_k^{-1}$ and new bandwidth vector $\vec{b}^k = \vec{B}_0^k \cdot \vec{b}^{-k}$, in which the vector $\vec{q}^k$ changes the current base variable of the leading row. For the constructed flow distribution, we obtain the value of the objective function $\mu_k = \vec{b}_k$, those share of the total required flow, which is realized in the distribution $\gamma_k$, defined by the current simplex tableau and family $H(\gamma_k)$.

If $\mu_k \geq 1$, then the work of the algorithm for constructing the maximum admissible flow ends here. At $\mu_k < 1$ from edges set $Y$ graf $G$ is removed edge $\gamma_k$, coincident i-th the leading row of the simplex table, and the process of constructing the maximum allowable flow continues cyclically until then (steps 1 - 3), until either $\mu_k \geq 1$, or it will not be possible to build any route that allows you to distribute the remaining required flows $q_j \in r(W)$ of the graf $I$. In the latter case, we can say that the given distributed computing network, defined by graphs $G$ and $I$, allows you to distribute the required information flowVWs of no more than $\mu_k$ from the given value, that is

$$\forall W_j \in W \exists r_j \in r(W) \left| z(j) \sum_{p=1}^{\gamma_k} \frac{X_j}{p} \leq \mu_k \cdot r_j \right..$$

The resulting flow distribution $\gamma_0 = \gamma_k$, route family defined $H(\gamma_0)$ together with the bandwidth vector $\vec{b}$, used to build minimum cost flows.

Initial data for solving the problem of constructing minimum cost flows: the number of simplex-table variables equal to $(n+m+1)$ additionally, a dummy variable is introduced); graph’s edge capacity vector $G \vec{f} = (\vec{f}_{1}, ..., \vec{f}_{n}, \vec{f}_{n+1}, ..., \vec{f}_{n+m}, \vec{f}_{n+m+1})$, where $\vec{f}_{j} = \vec{b}_j$; $\vec{f}_{n+m} = F$ (at the start of the algorithm $\vec{f}_{n+m+1} = 0$); cost vector (lengths) of graph edges $\vec{C} = (\vec{C}_1, ..., \vec{C}_n)$, where $\vec{C}_i = \vec{C}_j$; identity matrix $\vec{B}_0$, sizes $(n+m+1)\times(n+m+1)$; current basis matrix $\vec{B}^{-1}$ (at the start of execution $\vec{B}^{-1} = \vec{B}_0$); route family $H(\gamma_0)$.

**Step 1.** Route family’s $H(\gamma_0)$ are sequentially entered into the simplex table. The route entered into the table, for the transmission of the $j$ -th stream, is represented by the vector $\vec{X}_p = (\vec{X}_1, ..., \vec{X}_n, \vec{X}_{n+1}, ..., \vec{X}_{n+m}, \vec{X}_{n+m+1})$, where component $\vec{X}_i$ is equal to one if the corresponding index $i$ the edge is included in this route and is equal to zero in other cases; $\vec{X}_{n+m} = -1$ - coefficient at $X^j$ in the equation $R_j - \sum_{p=1}^{\gamma_k} X^j_p = -r_j$; $\vec{X}_{n+m+1} = C^j_p$ - unit transfer cost $j$ - th flow along the input route. Before entering into the simplex - table vector $\vec{X}_p$ is adjusted according to the expression $\vec{X}_p^k = \vec{B}_0^{-k} \cdot \vec{X}_p$. Among the positive components $i$ of the vector $\vec{X}_p$, such $\vec{X}_i^k$, for which the relation $\vec{f}_{j}^k / \vec{X}_i^k$ has a minimum value. The number $i$ of the selected component determines the leading row of the simplex table.

**Step 2.** Let’s input the vector $\vec{X}_p^k$ into the basis and form the current simplex tableau in accordance with the following procedure.

Get the new value of the vector $\vec{X}_p^k$. To do this, we separate everything except $\vec{X}_k^k$, vector components $\vec{X}_p^k$ at $(-\vec{X}_k^k)$ (negative leading value), and set the leading value to $1/\vec{X}_k^k$. Let us replace in the original identity matrix $\vec{B}_0$ i-th column vector $\vec{X}_p^k$ and get the matrix $\vec{B}_k$. Let’s form the current simplex table (we form: the matrix of the current basis $\vec{B}_k^{-1} = \vec{B}_0^{-k} \cdot \vec{B}_k^{-1}$ and a new bandwidth vector $\vec{f}^k = \vec{B}_0^{-k} \cdot \vec{f}^{-k}$), in which the vector $\vec{X}_p^k$ changes the current base variable of the leading row. For the constructed flow distribution, we obtain the value of the objective function $F(\gamma_k) = \vec{f}_m = \vec{f}_n$, which determines the cost of transferring information flows in the distribution $\gamma_k$. After finishing entering the routes included in the family $H(\gamma_0)$, determining the initial basic distribution of information flows, the basic flows are redistributed in order to minimize the functional $F$.

**Step 3.** Components are analyzed $(n + m + 1)$ - th row of the matrix of the current basis $\vec{B}_k^{-1}$. If among the analyzed components $\vec{b}_{m+1}^k, 1 \leq t \leq (n+m+1)$, there are components with a value less than zero, then from $\vec{b}_{m+1}^k \in \Omega$ choose a component $\vec{b}_{m+1}^k$, $1 \leq t \leq (n+m+1)$, satisfying the condition $\vec{b}_{m+1}^k = \min \vec{b}_{m+1}^k \in \Omega$. Column $r$ - leading.

To enter the leading column into the basis, in order to minimize $F$, among the components $\vec{b}_{m+1}^k > 0$ find such $\vec{b}_{m+1}^k, 1 \leq a \leq (n+m+1)$, for which the relation $\vec{f}_{m+1}^k / \vec{b}_{m+1}^k$ takes the minimum value, $\vec{f}_{m+1}^k / \vec{b}_{m+1}^k = \min \vec{f}_{m+1}^k / \vec{b}_{m+1}^k$.

Line $a$ - leading. Let’s form new component values $\vec{b}_{m+1}^k$ the leading column of the matrix $\vec{B}_k^k$. To do this, we separate everything except $\vec{b}_{m+1}^k$ components $\vec{b}_{m+1}^k$ at
Found route $H^j_{p+1}$ represented by a vector

$$X^j_{p+1} = (\bar{x}_1, \ldots, \bar{x}_n, \bar{x}_{n+1}, \ldots, \bar{x}_{n+m}, \bar{x}_{n+m+1}).$$

Then if $H^j_{p+1} \in H(\gamma_0)$, then the optimal solution to the problem of constructing minimum cost flows is obtained and the algorithm ends, otherwise the route found $H^j_{p+1}$ is introduced into the route family $H(\gamma_0)$ and the process of constructing the minimum cost flows continues from the step 1. Resulting optimal distribution $\gamma = \gamma_{p+1}$ defined by family routes $H(\gamma)$, sets $R(\gamma)$, $Q(\gamma)$ and defined by family routes $F(\gamma)$.

**Conclusions**

The article proposes a method for splitting transactions to a hybrid cloud data warehouse.

The method is based on the construction of network graphs.

The optimization problem is reduced to the distribution of flows in the network in such a way that, if the requirements of the cloud hybrid data storage are met, the cost of transmitting the flow in the network is minimal. To solve it, an iterative algorithm for constructing the maximum admissible flow is proposed. At each iteration, the simplexes table of network graphs is modified.

The direction of further research is the development of a method for optimizing the structure of cloud data storage.
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Метод разоціділу транзакцій до гібридного хмарного сховища даних

Н. Г. Кучук, А. П. Шиман

Анотація. У статті розглянуто актуальну задачу оптимального розподілу ресурсів у CLOUD-системах, котрі підтримують гібридні хмарні сховища даних. Метою даної статті є розробка методу оптимального розподілу кількох різноманітних транзакцій до гібридного хмарного сховища даних, пов’язаних загальним обмеженням пропускних здібностей. Критерієм оптимізації буде мінімальна вартість. Інформаційні потоки мають певні підстави відправлення та призначення, є різноманітними потоками із загальним обмеженням на пропускні здібності каналів зв’язку, що використовуються. Отримані результати. Метод діє на побудові мережевих графів. Завдання оптимізації зводиться до розподілу потоків у мережі таким чином, щоб при задоволенні вимог гібридного хмарного сховища даних вартість передачі потоку в мережі була мінімальною. Для її вирішення запропоновано ітераційний алгоритм побудови максимального допустимого потоку. На кожній ітерації проводиться модифікація симплексної таблиці зв’язку мережевих графів. Напрямок подальших досліджень – розробка методу оптимізації структури гібридного хмарного сховища даних

Ключові слова: хмарні технології, сховище даних, гібридність, CLOUD-сistema, мережевий граф.