SYNTHESIS TRENDS OF FORECASTING USING INDUCTIVE MODELING METHODS

Abstract. Modern development of computer technology and the possibility of implementing calculations in parallel allow to solve increasingly large-scale problems of numerical modeling. The development of multiprocessor computing and parallel computing makes it important to solve problems of optimization analysis. The optimization analysis is based on the mass solution of inverse problems when the defining parameters of the considered class of problems change in certain ranges. Thus, calculations of not only direct problems where it is necessary to model the phenomenon at the known initial data, but also calculations of inverse problems where it is necessary to define on what defining parameters there is this or that phenomenon become more and more demanded. This formulation requires multiple solutions of direct problems and solving the problem of optimization analysis and construction of predictive trends. Sets of multidimensional parametric data in the paper are considered as numerical solutions of the optimization problem. The construction of predictive trends is implemented on the basis of the group method of data handling as a direction of induction modeling. The methodology of visualization of results of calculation of parametric functions is realized. The scheme of Data Mining with application of methods of visualization by means of the Matlab software environment is described.
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Introduction

Statement of the problem of synthesis of forecast trends requires multiple solutions of direct problems and solution of the problem of optimization analysis.

The final solution of such problems are multidimensional arrays of discrete quantities that express the dependence of the desired function (control parameter) on the defining parameters of the problem. The thus obtained multidimensional numerical results require processing and analysis.

Initially, the methods of data analysis were focused in the course of historical development on the processing of the results of physical and engineering experiments, as well as on the processing of the results of statistical observations. Real physical experiments were conducted in three-dimensional space. Therefore, the methods designed to work with one-dimensional, two-dimensional and three-dimensional results are well-known and well-established. With the development of computing power and algorithms, it has become possible to process large arrays of observational data and experiments in various fields. Solutions of inverse and optimization problems became possible, which became multidimensional arrays that express the dependences of control parameters in the multidimensional space of defining parameters.

We needed tools to analyze data implemented not in three-dimensional but in multidimensional space.

Over the past decade, the analysis of multidimensional data has become one of the main areas of applied mathematics, actively developing and applied in almost all areas of research.

Multidimensional Data Analysis (MDA) is one of the most popular and sought-after interdisciplinary fields of knowledge and an active tool for the synthesis of various disciplines.

At first, the most intensive tools of AMD were developed in applied analytical chemistry. That is why there is another common name for AMD methods - Chemometrics [1]. Today, the study of multidimensional data is a key section of modern mathematical statistics, analytical chemistry, environmental and geographical research.

MDA methods are used in econometrics in the analysis of financial and economic indicators, in psychometry in the analysis of the results of psychological surveys, in biology and medicine in the processing of observations [2]. When creating databases and developing DBMS methods and algorithms MDA are used to create matrix operators designed to process data placed in a multidimensional form [3].

One of the most well-known methods of analyzing multidimensional data is the principal components method and its generalization for nonlinear cases. Methods of analysis of multidimensional data are implemented in close relationship and interaction with the methods of factor and cluster analysis. In problems of mechanics of continuous media and computational physics, which involve optimization analysis of phenomena, the analysis of multidimensional data allows to find the optimal conditions for the occurrence of a physical phenomenon in the multidimensional space of the defining parameters of the problem.

There are many different definitions of AMD, dictated by the specific area and objectives of research, the algorithms used. In our case, where the source of multiparametric data functions are solutions to optimization problems and visualization of results, the following definition is used: This definition allows you to formulate the problem in a more general form and avoid the restrictions imposed by the use of specific methods solved by the problem and other similar factors.

The results of such calculations are multidimensional arrays, the dimension of which corresponds to the number of defining parameters. These arrays require processing and visual representation for data analysis. This requires a general scheme for working with such data.

1. Analysis of recent research and publications

Inductive modeling is a self-organizing process of evolutionary transition from primary data to explicit
mathematical models, reflecting the patterns of functioning of simulated objects and systems, which are implicitly contained in the available experimental, experimental, statistical data.

Inductive modeling (IM) allows you to select a model of optimal complexity from a given class of models to describe a limited set of experimental data. IM is effective when there is no or partial a priori information about a possible object model. This approach was proposed in the 80s by Acad. A.G. Ivakhnenko [4] and now IM is an integral part of Machine Learning and Data Mining technologies. The theory of inductive modeling based on the group method of data handling (GMDH) using the method of critical variances [5], allowed to explain the nature of the efficiency of GMDH as a method of constructing noise-tolerant models with minimal prediction error variance, and to solve the problem of optimizing the choice of the optimal model. The two-criteria method of redefining the choice of the model using the criterion of non-displacement of errors [7] allows to eliminate the ambiguity of the choice of the optimal model.

The principles of designing and implementing high-performance search algorithms of GMDH on the basis of recurrent calculations [8], procedures of parallelization of operations [9] and sequential selection of informative variables [10] allow to increase the dimensionality of the solved problems. The principles of constructing hybrid architectures of iterative algorithms of GMDH as a generalization of algorithmic structures of multirow, relaxation and combinatorial types allowed to develop a generalized iterative algorithm of GMDH [11] as a neural network with active neurons in the form of COMBI algorithm for automatic detection. The Department of Information Technologies of Inductive Modeling of the International Research and Training Center for Information Technologies and Systems of the National Academy of Sciences of Ukraine has developed theoretical and practical foundations and algorithms:

- generalized relaxation iterative algorithm GRIA GMDH, based on the use of high-speed recurrent calculations and matrices of normal equations, which allows to solve problems of inductive modeling of ultra-large dimension [12];
- theoretical bases of a fundamentally new class of enumerative and iterative algorithms of GMDH with the use of recurrent-parallel calculations on cluster systems [13] as a basis of highly efficient intelligent technologies of inductive modeling;
- principles of designing technologies of intelligent modeling of complex systems based on the use of knowledge bases, inductive data analysis tools and intelligent user interface [14]. Such technologies should have three main tool levels: autonomous modeling from an existing database; built-in modeling as part of a real-time control system; complex modeling of a complex system to identify the optimal modes of its operation and critical scenarios;
- theoretical principles and tools for forecasting interconnected socio-economic processes based on statistical data in the class of discrete dynamic models of vector autoregression [15];
- principles of hybridization of GMDH search algorithms and genetic algorithms, on the basis of which the COMBI-GA search algorithm was developed [16].

2. Statement of the research problem

It is necessary to synthesize a multi-parameter function that will display the production data of the main trends over the years of the agricultural holding, use the algorithm of the process of optimization and visualization of decision-making results. Agricultural production was chosen as the subject area.

To solve the optimization problem, you must first choose a mathematical method that would lead to the final results with the lowest computational costs, or to obtain the largest amount of solution search information, which widely uses the method of minimizing and maximizing linear and nonlinear functions.

In the search for a solution, the problems of processing and analysis of multidimensional volumes of numerical information given in the form of multidimensional arrays are considered. Multiparametric data are considered in the work as numerical solutions of the optimization problem and visualization of the results of parametric functions.

The function of the synthesized mathematical algorithm should be optimized, then display the visualization of trends, for this purpose the mathematical software environment MATLAB was used.

Matlab Numerical Analysis Software Package, which has an Optimization Toolbox, designed to solve complex mathematical problems, contains programs of well-known methods for minimizing and maximizing linear and nonlinear optimization functions for reliability, quality for various applications and tasks for implementing various construction methods. graphs [17].

The practical use of the mathematical method is largely determined by the formulation of the optimization problem, as well as the used mathematical model of the object of optimization, the characteristics of a particular subject area.

3. Basic material and results

The choice of a method of synthesis of forecast trends is largely determined by the formulation of a specific optimization problem, as well as a mathematical model of the object of optimization [18]. The general scheme of analysis of numerical data is given in Fig. 1.

The calculation must be implemented through a multiparameter function that will display the production data of the main trends of the agroholding over the years, the algorithm of the process of visualization and optimization of the program, which widely uses the method of minimizing and maximizing linear and nonlinear functions Optimization Toolbox, which is designed to solve complex mathematical problems of optimizing the cost of reliability, quality for various applications and the implementation of various methods of graph visualization.
MATLAB is a high-level language of technical calculations, an interactive algorithm development environment and a modern data analysis tool. MATLAB in comparison with traditional programming languages (C / C++, Java, Pascal, FORTRAN) allows to reduce the time of the decision of typical problems and considerably simplifies development of new algorithms [18]. MATLAB is the basis of the entire family of MathWorks products and is the main tool for solving a wide range of scientific and applied problems in such areas as: object modeling and control systems development, communication systems design, signal and image processing, signal measurement and testing, financial modeling, computational biology, etc.

The MATLAB core allows you to easily work with matrices of real, complex and analytical data types. Contains built-in functions of linear algebra (LAPACK, BLAS), fast Fourier transform (FFTW), functions for working with polynomials, functions of basic statistics and numerical solution of differential equations. All built-in MATLAB kernel functions are designed and optimized by specialists and work faster or in the same way as their equivalent in C / C++, which is a programming language for engineering and mathematical calculations. Large library of functions simplifies work (including graphical display of data). Key features:

- platform independence, high-level programming language focused on matrix computing and algorithm development
- Interactive environment for code development, file and data management
- Functions of linear algebra, statistics, Fourier analysis, solutions of differential equations, etc. Quantitative results of forecasting the main production and financial performance of agricultural holdings are shown in table 1.

**Table 1 – Generalized results of forecast trends**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>The range of deviation of the predicted value from the control (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The cost of goods</td>
<td>0.23 – 5.08</td>
</tr>
<tr>
<td>Gross profit</td>
<td>0.64 – 3.77</td>
</tr>
<tr>
<td>Net profit</td>
<td>3.30 – 9.96</td>
</tr>
<tr>
<td>Costs</td>
<td>0.74 – 5.06</td>
</tr>
</tbody>
</table>

- Rich visualization tools, 2-D and 3-D graphics
- Built-in UI development tools for creating complete applications on MATLAB
- Tools for integration with C / C++, code inheritance, ActiveX technology
- Access to .NET features.

MATLAB has more than a million production users and scientists. The price of the basic commercial version without tools is about 2000 dollars. US dollars and only 100 dollars. USA for educational institutions with a minimum set of tools.

MATLAB provides the user with a large number of data analysis functions that cover almost all areas of mathematics, including:

- Matrices and linear algebra - matrix algebra, linear equations, eigenvalues and vectors, singularities, matrix factorization and more.
- Polynomials and interpolation - roots of polynomials, operations on polynomials and their differentiation, interpolation and extrapolation of curves
- Mathematical statistics and data analysis - statistical functions, statistical regression, digital filtering, fast Fourier transform and others.
- Data processing - a set of special functions, including graphing, optimization, zero search, numerical integration and more.
- Sparse matrices - a special data class of the MATLAB package used in specialized applications.
- Integer arithmetic - performing integer arithmetic operations in the MATLAB environment.

MATLAB got its name from MATrix LABoratory, which was founded in the late 1970s by Clive Moler, who later became head of the Department of Computer Science at the University of New Mexico. He designed it to give his students access to LINPACK and EISPACK without having to master Fortran. MATLAB soon became popular at other universities and attracted the attention of applied mathematicians. Engineer John Little fell in love with this product when he visited Moller at Stanford University in 1983. Predicting MATLAB's commercial success, he joined Moller and Steve Bangert. They rewrote MATLAB in C and founded.

The MathWorks in 1984. The rewritten libraries became known as JACKPAC. Apart from the recognition of teachers of linear algebra and numerical analysis, MATLAB has been recognized de facto by specialists in working with digital images (e.g. tomography).

MATLAB supports the creation of applications with graphical user interface properties. MATLAB includes a GUIDE (GUI development environment) for graphical design of graphical user interfaces. Visualization of imported data in the MATLAB environment is shown in Fig. 2. Visualization of forecast trends for the years 2019 - 2020 is shown in Fig. 3.. 4. All modifications of GMDH for autoregressive and distributive lag models demonstrate high accuracy of the forecast.

The best accuracy is not clear GMDH, and GMDH with fuzzy inputs. In addition, their advantage over clear GMDH is that they do not use MNCs and are not sensitive to the poor conditionality of the matrix of input factors and autocorrelation of random variables, which is so important for autoregressive models.
The basic two-stage methodology for the synthesis of forecast trends using the method of group consideration of arguments is shown in Fig. 5. At the first stage the synthesis of forecast trends with the use of inductive modeling is realized [19,20]. The second stage is the visualization of numerical trends in the MATLAB software environment.

Fig. 5. Methodology of synthesis of forecast trends using the Group method of data handling

Conclusions

Taking into account the formulated input requirements, a multiparameter function was implemented and optimized to solve the problem of optimizing the results of the main gross trends of the agricultural holding by years. Any complex system consists of separate simpler subsystems (elements). Therefore, naturally, solving the problem of multiparametric optimization for the system as a whole, to set and solve the problem of multiparametric optimization for its individual subsystems. At the same time coordination of optimality of subsystems according to their purpose and communications existing between subsystems should be carried out.

The set of system quality indicators can be considered as a vector, so multiparameter optimization is also called vector.

To solve the problems of multiparameter optimization, certain conditions must be provided. In particular, it should be possible to change, within certain limits, independent variables that affect quality criteria. Any independent variable that can be changed within certain limits and that has some effect on all quality criteria or only some of them, is called a controlled change.

This terminology is in a sense consonant with the terminology of management theory. The set of all controlled variables can be considered as a control vector.

It corresponds to the point of n-dimensional control space. The dependence of quality criteria on managed variables is some reflection of the management space on the goal space.

An effective compromise is a set of all target points that cannot be further and evenly improved within the available management capabilities. Thus, this includes all points that are incomparable with each other in the sense of improving or deteriorating the control effect.

When implementing the derivation of optimization data in the price indices of industrial producers and sales of agricultural products of the agricultural holding.

The optimal search for the best solutions was carried out, which significantly improves the value of the system efficiency criterion. Thesis examines the theoretical issues of optimization of multiparameter functions, production data by years of the main trends of the agroholding to optimize results, statistical decision rules with procedures for solving the multiparameter function for calculating statistics of agroholding trends and effective management decisions.

The results of the study can be used for further research on the synthesis of forecast trends and optimization of modeling results by year of production of agricultural enterprises and decision-making. A numerical experiment was performed to process the actual input data for multiparameter functions on the price indices of industrial producers and the realization of agricultural prices of gross trends by years. Visualization of forecast trends with the help of MATLAB software environment is performed. Predicting trends are synthesized using the method of group consideration of arguments, which is the direction of inductive modeling, which shows the full adequacy of the proposed methodology for the task.
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Синтез прогнозних трендів із застосуванням методів індукутивного моделювання

О. В. Скакаліна

Анотація. Сучасний розвиток обчислювальної техніки і можливість реалізації обчислень в паралельному режимі дозволяє вирішувати все більш масштабні завдання чисельного моделювання. Розвиток багатопроцесорний обчислювальної техніки та паралельних обчислень робить актуальним вирішення задач оптимізаційного аналізу. Оптимізаційний аналіз заснований на масовому рішення зворотних задач при змінюється в певних діапазонах визначальних параметрів розглянутої класу задач. Так, все більш затребуваними стають розрахунки не тільки прямих завдань, але і розрахунки зворотних задач, де необхідно визначити в яких визначальних параметрах виникає те чи інше явище. Така постановка вимагає багатогідрового розв'язання прямих задач і рішення задач оптимізаційного аналізу та побудови прогнозовних трендів. В роботі розглядаються проблеми Data Mining багатовимірних об'єктів числової інформації, завдання у вигляді багатовимірних масивів. Множини багатовимірних параметричних даних в роботі розглядаються, як чисельні рішення задач оптимізації. Побудова прогнозових трендів реалізується на базі методу групового урахування аргументів як напрямку індукутивного моделювання. Реалізована методологія візуалізації результатів обчислень параметричних функцій. Описана схема Data Mining із застосуванням методів візуалізації засобами програмного середовища Matlab.
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