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NEURAL NETWORK SUPPORT FOR INTROSCOPY OF INTERNAL STRUCTURE

AND PROPERTIES OF THE BUILDING CONSTRUCTIONS

Abstract. Introscopy is a process of contactless, non-destructive analysis of the internal structure of an object or
processes in it using X-ray radiation, optical, acoustic, ultrasonic, seismic, electromagnetic waves of various ranges,
modulation and coding principles. Its implementation involves methods for obtaining shadow, tomographic, radar and other
images of the object of study. The resultingimage contains information about the object. Image analysis and decision-
making about the object structure or its condition is carried out by an expert (operator). Obviously, the decision is made
subjectively;its effectiveness depends on the qualification of the expert and can be significantly reduced because of the
increasing number of errors and analysis time. In real conditions, the classification of the state of the object of study with a
significant number of signs, with their unstable or uninformative degree of knowledge extraction, seems to be not a trivial
task. To date, however, image recognition technologies based on artificial intelligence technologies have been developed
and implemented that make it possible to synthesize neural network classifiers in vision systems that are invariant to the
physical features of feature spaces of the studied object images. For introscopy technology, it has been prepared a neural
network information-analytical, software and instrumental basis for solving the task of automating of the process of image
visualization and its identification in the paradigm of designing and recognizing images in the space of shadow,
tomographic, multi-view signs using statistical decision rules.The developed technology is represented in the form of an
ensemble of neural network classifier models that implemented as independent software applications in the main code of an
existing technical analysis package, for example, the neuro-emulator of StatSoft environment. The synthesis of classifier
models according to the input data of images based on shadow and tomographic raster sweepsin a standard package of
neuroemulators allows us to solve the problem with minimal cost and required quality indicators. Studies of the
characteristic spaces of the introscopy process, the possibilities for the correct application of statistical decision rules,
algorithms for the compulsory training of synthesized neural network models in the basis of existing technical data
packages can improve the productivity of introscopy equipment by automating the analysis process, reducing the impact of

subjective decisions, and reducing reaction times.
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Introduction

Introscopy is a process of contactless, non-
destructive (non-invasive) analysis of the internal
content, structure of an object or processes in it using X-
ray, optical, acoustic, ultrasonic, seismic,
electromagnetic waves of various ranges, modulation
and coding principles [1].

Introscopy provides visual observation of the
internal structure of objects and processes in optically
non-transparent media, as well as in conditions of poor
visibility due to natural or deliberate masking factors.
Introscopy is carried out by means of visualization of
the spatial distribution of penetrating radiation and
fields in the frequency spectrum of the entire developed
range of electromagnetic oscillations of electric fields,
as well as the fluxes of elementary particles.

The scope of introscopy is quite wide [1, 2]. This
is medical and technical diagnostics, analysis of macro-
objects and processes occurring in them (observation of
objects under water, in the thickness of rocks and
glaciers, in clouds, fog, etc.). Each area of this
technology application has its own characteristics
associated with the visualization of the object of study,
its recognition and analysis of the internal structure and
properties, the choice of performance criteria with
limited resources. Let us consider the possibilities of
introscopy technology in relation to the field of

construction, for the tasks of analyzing the state of the
internal structure and properties of construction objects
(bridge supports, overpasses, building foundations, road
pavement, waterproof and heat saving properties of
coatings, etc.)

The basis of introscopy involves methods for
obtaining shadow, tomographic, radar, and other images
of the object of study wusing optical, acoustic,
electromagnetic or X-ray radiation.

Information about the structure and properties of
the object of study is contained in the resulting image
(snapshot), which can be multi-angle, shadow and
tomographic [3,4,5]. The existing analytical complexes
(AC) are intended for introscopy of large-sized objects
having significant size, weight, composition of
construction materials. By mobility, ACs are classified
into fixed, relocated, and mobile. An expert (operator of
the introscope) performs image analysis and decision
making depending on the structure and properties of the
object of study. Obviously, the decision is made
subjectively, based on knowledge, qualification, and
experience. In the conditions of aging, normal wear and
tear or violation of the technology of manufacturing
components, the expert may have difficulties with
accurate and rapid identification of the object state. It is
reasonable to automate this process by transferring the
functions of image analysis to a program that recognizes
images of the internal structure and properties of the
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objects of study, compares them with the appropriate
conclusion, which improves performance, speed and
reduces costs [6, 7].

The technical characteristics of existing joint stock
companies provide the ability to visualize the internal
structure of objects of study, their properties and
ingredient composition, recognition of missing or non-
conforming ingredients, their density, thermal
conductivity, insulating properties, etc.

The equipment allows for a detailed, fragmentary
view of individual zones of the object of study and its
contents and magnification of the image several times.
The time of introscopy of one large object is 15-30
minutes [1, 2].

The ultimate goal of introscopy is to establish the
affiliation of the studied objects to certain groups, types,
classes, to identify characteristic structural defects, signs
of aging, loss of working properties, hidden defects,
inconsistencies with technical conditions and state
standards in controlled objects.

In the process of this action, the operator of the
introscope analyzes a visual image of the internal
contents of the objection the installation screen, and
classifies the object of study according to the set of
characteristic individual features [4, 5].

The most difficult and important is the knowledge
of the set of characteristic features and their connection
with the required characteristics of the objects of study.
However, the proposed technology allows, on the one
hand, to use the existing database [1, 2], on the other —
to create this database on its own, forming a
representative sample of examples in the process of
production of building structure components.

In the course of AC operation, one of its most
important problems was revealed — it is the excessive
dependence of the analysis result on the human factor in
the operation of the analysis system. The lack of
appropriate data mining technologies that can support
decision-making by the operator or, in general, assign
this task to a computer program is emphasized as a
disadvantage. At present, it is problematic for the fleet
of operated ACs to fully automate the operational
analysis of building structures. Secondly, the analysis
time depending on the type of AC is 15-30 minutes or
more, which significantly limits the throughput and
leads to economic losses.

Thus, in the trend of total digitalization of
economy, automation and robotization of production in
the paradigm of the growing new technologies, there is
a practical need for information and technical support
for the state of existing ACs in order to increase their
efficiency and competitiveness in the market for
analytical analysis of building structures.

Analysis of the possibilities of AC information
and analytical support

The well-known specialists in this field [1-5] were
engaged in the development, theoretical substantiation,
and introduction of the technology of introscoping
objects: P.N. Afonin — theory and practice of using
technical means of control; V.A. Soifer, U. Pratt —

computer and digital image processing; S.K. Ternovoy,
ENN. Simonov - X-ray computed tomography;
G.M. Agadzhanyan, A.P. Krasnitsky — vision systems
and others. As a result of their activity, the technologies
of functioning of the existing IDC have been created.

However, scientists V.M. Glushkov, T. Kohonen,
S. Khaikin, R. Hecht-Nielsen and others [7] developed,
theoretically substantiated and implemented in practice
technology of recognition, prediction, adaptation based
on artificial intelligence technology. Their activities
have brought into existence:

— fundamental principles of recognition and
methods of applied theory of artificial intelligence in
technical systems;

— approaches to the design and modeling of
technical vision systems invariant to the physical
features of the feature spaces of the studied images of
objects and phenomena;

— methods and algorithms of multilevel
differential diagnostics in various subject areas;
— algorithmic and software products for

operational multivariate data analysis in the tasks of
classification and forecast;

— complex qualimetry of basic processes of
complex technical systems.

Thus, there is an information-analytical, software
and instrumental basis for successfully solving the task
of automating of the process of image visualization and
its identification in the paradigm of designing and
recognizing images in the space of shadow,
tomographic, multi-view signs using statistical decision
rules under given constraints.

Purpose of the study is increasing the
productivity of technical means of introscopy based on
neural network support for analyzing video images in
order to automate the analysis process, reduce erroneous
decisions, to reduce reaction time during decision
making, and to minimize the potential damage. The
developed technology will be represented in the form of
an ensemble of neural network classifier models that
implemented as independent software applications in
the main code of an existing technical analysis package,
for example, the neuro-emulator of Stat Soft
environment.

Formulation of the problem

Formalization of the process of classifying the
internal structure of the object of study is mapping the
input vector of data to the result of the examination, and
approximating the dependence “object — class”.
Generally, the signs of behavior and the number of
object classes are vector quantities. The analysis task is
to convert the primary features of object images into an
array of raster scan elements followed by fixation,
digitization of the luminous intensity of compact objects
and their identification based on the generated databases
and synthesized patterns of image classification in the
space of selected shadow, tomographic, multi-view
informative features.

If we accept the implementation of the technology
of forming the array of features presented in the sources
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[1-4] and describe the corresponding classes of the
studied images according to the method described in
[5,6], then formally the research task can be represented
as [7]:

SupK (S,P,X,T;);
Ru(AT)< 45 (1)

where se §,S is the set of the current state of the
object;

pe P, P is the set of the forecasts of the object
state;

x e X, X isthe set of the input factors;

Ty, ke{012,....} are decision points;

K is a performance criterion;

AT,S are the time interval for making a decision
and the current degree of the model adequacy,
respectively;

iRu(AT ) is expected damage from delayed
decision;

Ru(5) is expected damage from the degree of the
model inadequacy;

Ay is allowable damage from the decision at the
border RT;

By is allowable damage from errors on the control
set.

The main task of the analysis is to assess the
internal structure and properties of the object of study,
therefore, we formally consider this process to the level
of the decision rule. Let there bealist of objects in a
certain subject area W, where

W=log} gel={2..1,}

and let their belonging to some classes be fixed
Q,, Qp ={1.2,...J;}

The problem of classifying them to a particular
class is solved with certain errors and time expenditures.
If limitations were not taken into account, the whole set
of features could be used regardless of their information
capabilities. Otherwise, recognition algorithms should
include  temporary (t<T1p) and  material

(s < Sy )restrictions where Tjand S, respectively, are

the allowable (disposable) time and material resources
for the implementation of software and tools in the task
of recognizing objects or their states. At the same time,
the power of the decision rule M must not be lower
than the specified one (M) (M > M, ). Then, you can
group objects by analyzing and grouping their feature
spaces.

Grouping of objects, taking into account the
analysis of the compactness of their features, can be
formally represented by a functional [7]:

G=F[r(Qp);R(Qp,Qg);A(m,{mg})J )

where r(Q ) is removing traits inside a class;

p
R(Q Qg ) is removing traits in different classes;

A(a), {a)g })is an object allocation rule @, from the

set @ —to the class € 1@, €€ provided that

Al g f)= max; Al {o;})

(M >My), (t<Ty), (s<Sp)-
In this case, the objects should be grouped in the
format:

N
ER0 (wpk’wgi)z Z(xglk) - x<(gll))_
Jj=1
metric of compactness of signs in classes p,g in the
analysis of k,/ — objects of j — type.

Thus, we have a formulated optimization problem
of identifying the internal structure of the object of
study, the implementation of which requires a software
and instrumental justification and adequate models for
obtaining practical results.

The basis of solving the problem is the principle of
extracting knowledge through the implementation of
model learning processes with modification of weighted
synaptic coefficients and adapting the criterion of its
productivity by selecting the optimal set of input
features for information value and material costs over a
set time [6, 7].

Analysis of existing software and hardware has led
to the conclusion about the feasibility of using technical
data analysis packages as basic tools, which implement
training procedures, data exploration, dimension
reduction algorithms and the fundamental possibility of
quantifying the information value of the input set of

factors [7]:
[¥(t) = Flx(r).
where |Y (t) is an object state class number;

|X (t) is an input feature vector;

F is the functional of converting an array of
attributes into a class number, as a set of procedures for
describing classes in the language of their attributes,
preprocessing data, reducing the dimension of the input
vector, standardizing inputs, synthesizing models and
learning them, interpreting results.

It is proposed to use the trained artificial neural
network with the reverse spread of the error as a tool for
automatic recognition of the state as the basis of
classification [6].

Solving a problem of the form (2) with constraints
from the general problem (1) requires satisfying the
decision condition in real time (RT). This is possible
when taking into account the following features:

— comprehensive consideration of the probable
damage from the time of decision-making and the
degree of the models adequacy in the process of finding
the optimal solution;

— consideration of features of the subject area
of the object, determining the system of constraints

in (1);

71



Cucmemu ynpaeninns, nagizayii ma 36'a3xy, 2020, eunyck 3(61)

ISSN 2073-7394

— use of specialized software and its adaptation
to the subject area of the object of study;

— need to correct and introduce additional
information in the process of finding a solution.

To account for time constraints in the synthesis
process of an adequate classifier model, a formal
transformation

F:X>Y,XcR™Y R, 3)

must be performed at the additional condition that

R(M,0)2520, At <AT,, 4)

where X is these of samples of object description
attributes;
Y is multiple states of an object;

XM= {xl,xz,....,xm}c X -

is a final array of training samples;

F is a functional transformation of the space of
observations (features) into the space of states
(decisions);

ATy is scheduled (maximum permissible) decision
time;

k and m are the dimension of the states (the
volume of the alphabet of classes) and the dimension of
the factors (the volume of the dictionary of attributes),
accordingly;

R(M,0) is the distance between an object and its
model in a certain metric space with a given metric
r(a,b),

o is the permissible inadequacy limit in a given
metric space.

Building of a real-time classifier

The basis of building an RT classifier is the
technology of solving the problem of building adequate
models of basic processes for a limited time.

In the neural network format, the degree of models
adequacy was evaluated on the basis of the analysis of
their learning errors, and the efficiency of their
construction was evaluated by the training time.

The analysis of the capabilities of the neuro-
emulators package of the Stat Soft environment in the
format of the Statistika Neural Network module [8]
revealed the potential possibilities for accelerating the
preparation of input data, the choice of architectures and
training methods, and verification of the decision made.
In total, at application of a certain technology [6,7], the
following tasks are solved:

1. Operational data import, which allows speeding
up the interactive formation of a training set in a given
data presentation format.

2. The transition from an interactive, empirical
choice of neural network architecture to an intelligent
and automatic one, based on the recognition of the most
accurate and reliable models and forecasts.

3. The use of the ensemble of models as a
collective expert in order to identify the best of several
models with different teaching methods, characteristics

and parameters, which allow us
technological modes in a wide range.

4. Construction and application of fast learning
algorithms with a modification of the synaptic space in
cycles of epochs with a pilot tracking of current errors,
to automatically search for a compromise between the
reliability of the decision made and the speed of its
adoption.

to vary the

Models for assessing the internal structure and
properties of an object

ﬁpplication of fast learning algorithms; \

¢ lowering the dimension of the input vector on the
basis of AF;

e input selection, learning sample formation;
e input decorrelation;
e normalization of data distributions;

e standardization of the input vector;

e adaptive separation of the sample into training
and test.

Fig. 1. The structure of accelerating processes
in the object classifier

5. Creation of independent applications using the
main program code, previously trained for typical
situations of the complex on an array of precedents in
a specific subject area, requiring only finishing
training under the selected constraints. It also reduces
the total time to build and adapt the model when
classifying:

With this classifier modeling structure, resolve the
operational response problem while decision making is
reduced to the implementation of these functions by
creating algorithms and programs for displaying an
array of input data on the state of an object, taking into
account the scheduled time.

To simulate an RT classifier, it is advisable to
investigate the capabilities of the Stat Soft data technical
analysis package with the STATISTICA Neural
Networks neural network module [8]. Then the
synthesis of models of basic processes is realized in the
space of procedures that accelerate the adaptation of
models within the boundaries of the chosen disciplining
conditions.

Fast learning of classifier models
and descent to global extremum

The network input receives many pairs of training
vectors {x,d}, where {x} is an input vector, and {d} is
a true output feature vector of the object of study, {y} is
reaction set of the neural network to the input {x}. The
difference between {y} and {d} (E = || v —d||) is the

essence of the training error.
With the mean square form of the error measure
we get:
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)

=‘%zﬁi§é@§—d§)’

i=1 j=1

where S is a number of training pairs, M is an output
vector dimension.

The task of a neural network learning is reduced to
the search for values of weights w;, j ), to learning

error E less than some value ¢(E < &) when fulfilling
the disciplining conditions in (1).

Simplified learning algorithms [7], for which high
convergence rate, as a key quality criterion, is provided
with low gradient calculation error requirements, allow
realizing network training in real time.

The RPROP (resilient backpropagation) [7]
algorithm solves this problem by calculating gradient
signs. The algorithm does not depend on the accuracy of
the calculation of the values of the derivatives, but
analyzes only the ratio of signs of increments according
to the rule:

oE(w) ™) ok (w)")

+, (1) .
Al ’lf' an an >0
0] i BN a8 ()
Al a lf‘ an an <0 ’ (6)
I ) R U

an an

where 0 <7~ <1<n™ and is determined empirically.
The increment value is adjusted by a fixed value.

n™ when the algorithm converges to a minimum and the

derivative does not change sign. This speeds up the
process on flat areas and slows down the search, in the
case of missing a local minimum.

Then we determine the magnitude of changes in
weights in accordance with the direction of decreasing
gradient.

o (w))
-Sgn W .

()

oE (w)'™) o (w)\)

an

—Agi), if <0

an

where sgn[*]is a function sign. The change in the sign

of the derivative error in the next step indicates the
function minimum. This result requires a return to the

previous weight value ng—l). The gain in time is

obvious. The algorithm is based on determining only the
sign of the product of the derivatives of functions in the

current and previous step. Modification of the synaptic
space in this way requires a significantly smaller
number of operations, compared to the classical method
of error back propagation [6].

To find corrections to the weights of the elements,
it is necessary to carry out the following calculations
[71:

Step 1.

If the measured value is

OF OF
-1 0,
awi( )aw (t)>

the corrections are calculated:

Ay(t) mm(A n+,Amax),

®)

ow::

i (0)+ Awy (0)

Awy; (t):—A,-j (t)-sign{ ok (t):l,
Aw (t+1)=w,

Step 2.
If the measured value is

{%(r—l)-a—E(tk 0}

the corrections are calculated:
Ay (t) max(A n_,Amin)

50~y -1), ®

oF

oWy

(r)=0.

Awy; (t+1)

Step 3.
If the measured value is

ggnwﬁo»}

ow

the corrections are calculated:
Awi (1) ==, (¢)-sign ZE(1)
j j ow ’

( )+ Awlj t)

&)

(10)
Aw;; (t +1)

Initial increment values A;(0) are randomly

selected from the range (0,1).

Options Amin and Amax are selected
empirically based on multiple experiments with models
and their values are as follows Amax=40 and

Amin=107%,

Thus, the network learning algorithm for classifier
modeling is not critical to the accuracy of the
calculation of partial derivatives, since it analyzes not
absolute increments, but only the ratio of signs of these
increments. At the same time, the volume of
computational operations is reduced by several times,
which reduces the total time of model adaptation.
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For various simulation conditions on test samples
of examples, an ensemble of productive neural networks
was obtained, which qualitatively confirm the efficiency
of the proposed technology of classifier synthesis in real
time. Some difficulties arise in the formation of a
representative sample of precedents, but this does not
violate the logic and content of the implemented
classifier synthesis algorithms.

screening analysis in order to improve the quality of
classification in real time, it is constructive to use the
technology of automatic recognition machine synthesis
based on artificial neural networks. This problem is
solved using classical multilayer perceptrons as a direct
recognition problem.
2. The synthesized models of classifiers on the
basis of the input data of images based on shadow and

Therefore, the proposed technology can be useful
in upgrading the introspection complexes with a certain
refinement of the source database.

tomographic raster sweeps showed satisfactory
performance and revealed prospects for their
introduction into the real introscopy process. At the
same time, the main efforts should be directed to the
formation of a base of a representative sample of
precedents, and the synthesis of models should be
carried out in the environment of standard neuro-
emulators, which will make it possible to solve the task
at minimal cost.

Conclusions

1. Neural network support of introscopy
technology is technologically and practically feasible.
To automate the procedure for identifying the objects of
analysis in stationary and mobile complexes of
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Heiipomepe:xkeBa nmigTpuMKa iHTPOCKONIi BHYTPilIHLOI CTPYKTYPH Ta IapamMeTpiB
OyniBeJbHAUX KOHCTPYKIii

C. I1. Anpomms, O. O. Boponina, O. M. I'aiiran, O. €. 3uma

AHoTanisi. Inrpockomiss — mporec Ge3KOHTaKTHOrO, HEPYWHIBHOIO aHalli3y BHYTpILIHBOI CTPYKTYpH 00’€kra ado
IPOLIECIB Y HbOMY 3a JIOIIOMOI'OK0 PEHTI'€HIBCHKOI'O BUIIPOMiHIOBAHHS, ONTHYHMX, aKYCTHYHUX, YJITPa3BYKOBUX, CEHCMIUHMX,
€JIEKTPOMAarHiTHUX XBWJIb PI3HOTO Jiana3oHy, IPHHIMIIB MOIYISLil 1 KoxyBanHs. B ii peanizarii 3amissHi METOIM OTpUMaHHS
TiHBOBHX, TOMOrpa(iuHHX, PaJiONOKaIIifHIX Ta iH. 300pa)KeHb 00’ €KTa JOCIIDKEHHS, B SIKMX MICTHTBCS 1H(OPMALIis PO TaHWHA
00’exT. AHali3 300pakeHHsA 1 NPUHHATTS pIIICHHA HPO CTPYKTYpy 00’ekTa abo #oro craH 3iiicHIoe ekcrepr (oreparop).
EdexruBHicts ananmisy 3anexuTb BiJ KBamigikaiii excrepra i MoXKe ICTOTHO 3HMIKYBATHCSI 33 PaxXyHOK 3POCTaHHsS uHcla
MOMIJIOK 1 Yacy aHallizy. Y pealbHHX yMoBaxX KiacHdikarlist craHy 00’€KTa JOCHIIPKEHHs NPH 3HAYHIM KUTBKOCTI O3HAK, 3 1X
HecTaOinpHUM a00 MayloiHGOPMAaTHBHUM CTYIIEHEM OTPHUMAaHHS 3HAaHb HPEJCTABIAETbCS HETPHBiaJbHUM 3aBlaHHsAM. Ha
CbOIOZIHILIIHIM JeHb pO3po0ieHi i BIPOBa/UKEHI B IMPAKTUKY TEXHOJOTi pO3Mi3HaBaHHSA 300pa)K€Hb HAa OCHOBI IITYYHOTO
IHTEJNIeKTY, 110 JO03BONSAIOTH CHHTE3yBaTH HeHpOMepelkeBi KIacu(piKaTopu B CHUCTEMax TEXHIUYHOrO 30py, iHBApiaHTHUX [0
Gbi3m4HUX 0cOOIMBOCTEH O3HAKOBHX IIPOCTOPIB JIOCHIIKYBaHMX 0o0pasiB 00'ekTiB. s TexHONOTrii iHTPOCKOMIi MiAroToBIEHA
HelipoMepekeBa iHpopMaliifHO-aHATITHYHA, IPOrpaMHA Ta IHCTPYMEHTalIbHA OCHOBA JUISl BUPILIEHHS 3aBJaHHS aBTOMAaTH3aIlii
Bisyani3zawii 300paxeHs 1 ix izeHTHdiKalii B MpOCTOpi TiIHBOBUX, TOMOrpadiuHmX, 6araropakypcHUX iHQOPMAaTUBHUX O3HAK i3
3aCTOCYBaHHSIM CTaTUCTHMYHUX BHPIIIAIBHUX IpaBwl. Po3poOieHa TEXHONOris NPEACTaBICHa Y BHITIALI aHCaMOIIo
HeHpoMepe)XeBUX Mozeliel Kiacu(ikaropiB, peani3oBaHMX CAMOCTIHHMMM IPOIrpaMHMMM JIOJATKAMH B OCHOBHOMY KO.i
ICHYIOYOI'0 TTaKeTy TEXHIYHOI'0 aHajli3y, HalpuKiIaj, HeiipoeMynsTopa cepenosuma StatSoft. Cunre3 mMoznenel kimacudikaTopin
3a BXIIHUMHM [JaHUMHM O00Opa3iB Ha OCHOBI TIHBOBMX 1 TOMOrpadidHMX pAaCTPOBHUX PpO3rOPTOK B CTAHIAPTHOMY IaKeTi
HeHpoeMyIsiTopa J03BOJISIE BHPINIYBATH 33jady IPU MIiHIMaIBHHX BHTpaTax i HEOOXIMHMX MOKa3HMKax sikocti. [IpoBeneni
JIOCHI/DKEHHS O3HAaKOBMX IIPOCTOPIB IIPOLECY IHTPOCKOMi, MOXIMBOCTEH KOPEKTHOrO 3acTOCYBaHHS CTaTHCTUYHHX
BUpIIIAIBHUX NPaBUJ, AITOPUTMIB HPUMYCOBOIO HAaBYaHHS CHHTE30BAaHUMX HEHPOMEpEeXHHMX Mojenell B 0asuci iCHyrOUHX
MAKETiB TEXHIYHOrO JAaHUX IO3BOJISIOTH IiJBHIIMTH MPOAYKTUBHICTh TEXHIYHUX 3aCO0IB IHTPOCKOIIi IUITXOM aBTOMaTH3aLlil
IPOLIECy aHalli3y, 3HWKEHHsI BILUIUBY CY0'€KTHBHHUX pillleHb, CKOPOUEHHS 4acy peaKiii.

Kawo4oBi caoBa: aHaNITHYHUN KOMIUIEKC, IHTPOCKOIIsS, HEHPOHHA Mepeka, METOZ 3BOPOTHOTO IOIIMPEHHS OMHIIKH,
Ki1acu(ikaTop peaabHOro yacy.
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